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Abstract—Coverage redundancy problem is one of the sig- and only a subset of nodes necessary to ensure coverage are
nificant problems in wireless sensor networks. To reduce the kept active for sensing and communication. Coverage cbntro
energy consumption that arises when the high number of sensors algorithms control the number of active sensor nodes and

is active, various coverage control protocols (sleep scheduling ble the sl . d thei ies forefut
algorithms) have been proposed. In these protocols, a subset®Nable the sleeping nodes conserve heir energies foretutur

of nodes necessary to maintain sufficient sensing coverage areUSe€.
kept active while the others are put into sleep modes to reduce  Depending on different assumptions made about the sensor
the energy consumption. In this paper, we study the coverage network features, many coverage control algorithms haea be
redundancy problem in a sensor network where the locations p,5n5sed with the common objective of selecting the active
of nodes and the distances between nodes are neither known d I des in th twork i h
nor could be easily calculated. We define a neighbor graph as nodes among a .sen.sor nodes in the network in such a V_Vay
the graph formed by the neighbors of a node and analyze the that the network field is covered by these nodes at the desired
effect of different levels of connectivity in neighbor graphs on tle  ratio while the usage of the energy by the sensor nodes is as
coverage redundancy of sensor nodes. Moreover, we apply our palanced as possible. However, some of these algorithms [2]
results to a lightweight deployment-aware scheduling algorithm 131 555ume that the nodes know their locations by eithergbein
and demonstrate the improvement on the performance of the . . ) . ) .
algorithm. equipped with GPS devices or by using some triangulation
techniques; others [4] assume that the distances betwekms no
can be computed via received signal strengths while some
I. INTRODUCTION others [5] assume the existence of some mobile nodes with

The advances in wireless communications and electronf@ntrollable mobility. Satisfying each of these assumptio
have enabled the development of low-power and small-sigreases the cost of hardware deployed in the sensor retwor
sensor devices with limited memory and limited computing-€-. the cost of GPS or RSSI technology) or imposes an
capabilities [1]. A Wireless Sensor Network (WSN) consis@dditional communication delay and power consumption.
of a large number of these sensor nodes deployed into a0 prevent these extra costs and to be consistent with the
region. Depending on the application of WSN (i.e. battlefie@imple capabilities of sensor networks, some researchees h
surveillance, environment monitoring), the sensor nodes calso suggested coverage control algorithms without etiptpi
detect various phenomena including temperature, light afly location, distance or angle information about the senso
motion in their environment, perform simple computationd a nodes. In these studies [6-11], by using either one-hop of tw
communicate with each other through radio transmission. hop neighbor counts, the redundant coverages of sensors are

Sensor networks are usually deployed with high densities@Mputed and the nodes that needs to be active to satisfy the
have extended network reliability and lifetime. However; e required network functions (required ratio of covered avea
cessive energy consumption will occur if all the nodes ofgerdMnimum number of sensors necessary to cover each point
at the same time. This will quickly cripple data acquisition ©tC.) are determined.
the sensor network as the increasing number of nodes willln this paper, we study the coverage redundancy problem
exhaust their limited energy. Therefore, in sufficientlynsie Under similar assumptions, as described latter. Howewéikeu
networks, to avoid redundancy and increase network lifetin the previous work, we utilizeeighbor graphgo compute the
common technique callezbverage controbr sleep scheduling expected coverage redundancy of sensor nodes. To the best

is used in which some sensor nodes are put into sleep m&i@ur knowledge, this is totally a novel approach. We define

a neighbor graphas the graph formed by the neighbors of
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issues regarding the performance of the proposed protocols
Finally, we conclude and outline the future work in Sectidn V

II. NETWORK MODEL AND ASSUMPTIONS

We assume thaV static homogeneous sensors are deployed
randomly with uniform distribution in a two dimensional fiel
Nodes neither know nor attempt to compute their locatidres, t
distances to their neighbors and the angles of their neighbo
with respect to their own coordinate systems. We use the same
sensing and communication model as in most sensor netwbig 1. The probability that a poinP inside the sensing area of a noie

. . will be covered by a one-hop neighbor of nodés equal to the ratio of the
studies and assume that each sensor node has a Circl{jgfapping area (of circles) to the whole sensing area.
sensing area with radiu®, and a circular communication
area with radiusR; centered at the location of the sensor
node. The sensing and communication are reliable, i.e. aralue of N;, it can compute its expected coverage redundancy,
event occurring within sensing range can be detected aRd, (i), as follows. Consider the sensor noddlustrated in
the node can communicate with any other node within itsigure 1. Without loss of generality, we assume tRatl. For
communication range. a point P inside the sensing area with distancdrom node

We assume the existence of a mechanism which enableto be covered by a nodeq N;, nodej must be within the
nodes to know their one and two-hop neighbors. Obviouslypmmon area of circles centered iaand P. Let’s call this
every node can learn the nodes within two hops away by tweeaA(z). Since we assume uniform distribution of nodes in
broadcasts of hello messages. In the first one, each node ti# network field, the probability that poidt will be covered
only send their ids. Then, after they gathered all the idbeiit by a nodej € N; is A(z)/n. Clearly, A(z) = 20 — sin 26,
one-hop neighbors (it can simply be achieved by setting timéhered = arccos z/2. Then, when we integrate the poift
out value for receiving the first hello messages), each nollie vover the sensing area of nodleP; () (or simply P;) becomes:

send the second hello message which will also include the ids 1 A(z)

of its neighbors in addition to its own id. Observe that in a P = / 2mx dx

static sensor network it is sufficient to perform this praces 0 T

only once (after deployment), therefore it has ignorabfectf _ 8 /W/Q cos 0sin 0(20 — sin26)do
on the communication cost of the network. Moreover, all T Jr/3

coverage control algorithms assuming no location and migta 3v/3

information make also similar assumptions (i.e. [7] asssime = 1--—=0586

the existence of a mechanism to learn one-hop neighborﬁ
periodically and [8] assumes that nodes know their one and

two-hop neighbors). P /1 oy (1 B <1 B A(x))n> dx

Ill. EXPECTED COVERAGE REDUNDANCY ANALYSIS

f there aren one-hop neighbors, then:

. . When n = 2, 3, 4, 5, 6 the above formula gives 0.808,
In this section, we analyze the expected coverage rediigos, 0.952, 0.974, 0.986 respectively. That is, for examp

dancy of a sensor node in two cases: (i) when it knows only they:. — 4 nodei can expect that 95.2% of its sensing area is
number of its one-hop neighbors, and (ii) when it also knowg,yered by its one-hop neighbors.

its neighbor graph. We denote the set of one-hop neighbors

of a nodei by N; and we definegs; = (V;, E;) as a neighbor B. Case when bottV; and G; are known:

graph of nodei whereV; = N, U {i} and E; is the set of  Observe that once the nodes know their one and two-hop

edges between nodes 1. If two neighbor graphs with the neighbors (using the aforementioned mechanism), they can

sameN; can be generated from each other by relabeling tiierm their neighbor graphs using the ids of these nodes. In

nodes, they are isomorphic. Figure 2 shows the two possiltiés section, we will show how the knowledge &f enables

non-isomorphic neighbor graphs whén=2. nodes to compute their expected coverage redundancy more
For the sake of simplicity, throughout the analysis anaccurately.

simulations in this paper, we assume tliat= R, = R for Let's assume that a node has N; one-hop neighbors.

all sensors. However, our model can easily be adapted to bensider the questiorhow many non-isomorphi¢:;’s can

more general case when there is no relation betweeand nodei have? Every nodej € N; has an edge to nodée

R;. in G;. When we remove these edges, this problem reduces

to the problem lfow many non-isomorphic graphs can be

generated withn vertices} studied in graph theory under
Let P,(i) denote the expected coverage redundancy (igraph enumeration topic. Several solutions such as Polyas

expected ratio of sensing area covered by other nodes) othaorem have been proposed to define the number of non-

node i by its n one-hop neighbors. If a nodeknows the isomorphic graphs with a given vertex count. For example,

A. Case when only; is known:



P N neighbors. However, from the results in this section, while
& Vo ; nodei expects that 99.1% of its sensing area will be covered

. ) q by its neighbors, nodg expects that 94.0% of its sensing

R area will be covered by its neighbors. This clearly shows how

Case 21 Case 22 a small additional information with negligible cost to ointa
r=0.42 =0.58 can improve the accuracy of expected coverage redundancy of

Fig. 2. Two possible non-isomorphic neighbor graphs withrtipeand r a node.

values when there are two one-hop neighbors.
IV. UTILIZATION OF NEIGHBOR GRAPHS ONCOVERAGE

TR e o . CONTROL ALGORITHMS
{ /Q I ; / I ; In this section, we show an example application of our re-
sults from the previous section to the design of a coverage co
e e trol algorithm. For this purpose, we will modify Lightweigh
Case 3.1 Case 3.2 Case 3.3 Case 3.4 . . H
p=0.97 p=0.92 p-0.91 p-0.85 Deployment-Aware Scheduling Algorithm (LDAS) [7] as it
r=0.06 r=0.395 r=0.271 r=0.274

only uses the number of neighbors of a node while deciding

Fig. 3. Four possible non-isomorphic neighbor graphs wittirth and»  Which nodes will stay active.
values when there are three one-hop neighbors.

A. Overview of LDAS

In LDAS [7], each sensor node maintains the number of
its working one-hop neighbors by periodical beacons. Ib als
then neighbors of nodé can connect to each other in fourccasionally sends out tickets to its neighbors and theokshe
different ways. whether it has received enough tickets to be qualified to go to

sleep mode. If it did, it enters @ady-to-offmode, otherwise

Next, we will show that when nodé knows its G; case ” o .
among all possibléz(V;) configurations, then it can compute't stays active until it collects enough tickets. deady-to-off

its expected coverage redundancy more accurately. To dp tficde. the node first backs off for a randomly selected time.
we will find the answers of the following two questions for! "€MN: if it has enough neighbors to satisfy required qualfty

each neighbor graph case generated with givenl) what is surveillance ©oS measured by the_percentage of the sensing
the expected coverage redundangydf nodei and 2) what is area that needs to be covered), it goes to sleep mode and

the occurrence rate’) of the case under uniform distribution?StaYs in that mode for a limited time. Otherwise, it continue
Here, we will use Monte-Carlo method to find and r waiting in ready-to-offmode until the necessary number of

values for each case. The method works as follows. We creAR¥es becomes active in its neighborhood.
a node {) centered at origin. Then, for ead; value, we In LDAS, the nu_mber of tlcke_ts to be dls_trlbuted de_pends on
randomly deployN; nodes within the sensing range of noddh® number of neighbors required to achieve the gitger.
i. We first find the case of generated neighbor graph amo${j! €t @l present in [7] a formula for the lower bound of
all possibleG(N;) cases and increase its occurrence coulile Percentage of the redundant area with a given number
by 1. Then, by dividing the sensing region of nodénto of_ nelghborg. Using this formula, each r_10de f|r§t finds the
grids, we compute the percentage of all grids which are al@§nimum neighbor countcf which can provide require@oS
covered by any of thes¥; nodes. This ratio gives the coveragénd then sends, — ¢ tickets, each to a randomly selected
redundancy of node We add this ratio to the variable keepingV0TKing neighbor among neighbors. As a result, the nodes
the sum of all computed redundancy ratios for that specifié dgnse areas send more tickets out increasing thelr.chlance
case. When we repeat this process a large number of times %‘Jet. into sleep mode compared to nodes in low density areas.
10°) and take the average of all redundancy ratios computt® nodes also needactive neighbors to go to sleep mode
for each case we obtain the valueydbr each case. Moreover, &ftér their back off inready-to-offmode expires.
dividing the total occurrence count of each case by the toE\I
test count gives us the value offor that specific case. :
In Figures 2, 3 and 4, we show all possible neighbor graphsWe provide three different algorithms adopting the basic
with their p andr values when there are two, three and fouworking principles of LDAS but updating or extending it to
one-hop neighbors, respectively. The results show how thleow the effect of neighbor graphs on the performance of the
expected coverage redundancy of a node differs in differealgorithm. These three protocols with corresponding &ufutt
cases of neighbor graphs even when the number of one-lesp as follows:
neighbors remains the same. For example, consider two node$) U-LDAS: In LDAS, the number of neighbors required
1 andj having four neighbors and assume that nodesG; to achieve the given QoS is set conservatively using therlowe
of case 4.2 and nodehasG; of case 4.10. From the expectedound of coverage redundancy with the given one-hop neigh-
redundancy analysis in previous section, both can expactt thor count. Here, we modify this algorithm by enabling nodes
95.2% of their sensing areas will be covered by their one-htp decide the required number of neighbors using the results

whenn = 3, 4, 5 the number of non-isomorphic grapti§+))
is 4, 11, 34, respectively. That is, for example whEgn= 3,

Proposed Algorithms



S ST TR T Here, note that the voting mechanism of E2-LDAS works
{ >< L Y v 4 selectively rather than in random manner as it is done in the
previous algorithms. Once all the nodes gather their ti;kbe

nodes assigns a back off time directly proportional to their

Case 4.1 Case 4.2 Case 4.3 Case 4.4 ticket count and when it expires, they go to sleep mode if

p=0.99 p=0.99 p=0.96 p=0.98 . . . .

=0.001 r-0.066 r=0.093 =0.098 their current active neighbor count provides enough exuect
ST T T T redundant coverage on its sensing area (bigger than require
N N/ y QoS). This self-selecting voting mechanism of E2-LDAS in
' it I i i the style of [12] forces nodes having critical connectiorighw

their neighbors (in terms of coverage redundancy) to gather
oo s Coad? Gase a8 more tickets so that they select longer back off times and

oo p0%e poee o lower their chance of getting into sleep mode.

C. Simulation Results

@ ) % @ To evaluate the performance of proposed schemes, we
performed a set of simulations. We randomly deploy€d
RN S nodes in a 150 m x 150 m square region. We assumed all
Case 4.9 Case 4.10 Case 4.1 sensor nodes are identical and they have the same sensing and

p=0.95 p=0.94 =0.90 .. . .
1=0.223 10,131 .10 transmission range of 10 meters. For differdhtand required
! ) ) o . val we ran h pr Igorithm on ten differen
Fig. 4. Eleven possible non-isomorphic neighbor graphs g p andr QoS5 values, we ra gac p oposed algorit on ten different
values when there are four one-hop neighbors. networks (created with different seeds) and computed the

average active number of nodes that each algorithm achieve.
Our initial results here only show the results of runningheac
from section IlI-A. For example, if require@oS = 0.91, U- algorithm on the initially deployed network where all the
LDAS requires the existence of four neighbors while LDAS0des are active and have the same energy levels.
requires five neighbors. Figure 5 and Figure 6 show the number of active nodes

2) E1-LDAS: The results in the section IlI-B emphasizenbtained for two different require@oS (0.96 and 0.91) after
the significant effect of neighbor graphs on computing th@inning each algorithm on the initial network with diffeten
expected ratios of redundantly covered areas of nodes. Romber of nodes deployed. We have selected these specific
example, when there are three neighbors, the total ocaere)oS ratios to show the difference of active node counts
rate of cases which provide a highewalue than the averagegenerated in U-LDAS and E1-LDAS algorithms more clearly.
value of all cases (expected coverage redundancy obtaifdds is because the selectéghS values are slightly higher
using only V;) is 72.6%. This indicates that we can improveéhan the boundary values deciding the number of required
the performance of coverage redundancy check algorithm mpmber of neighbors in terms of expected redundant coverage
to 72.6% (the improvement depends on the requiped). In  For example, when requiregoS = 0.91, the number of one-
E1-LDAS, we slightly extend U-LDAS algorithm by enablinghop neighbors required to achieve tlgasS is four. However,
nodes to decide the required number of active neighborsaatit is seen in Figure 3, three cases of 3-node neighborhood
the last step using their neighbor graphs. That is, when theph provide expected redundant coverage equal to ortighe
back off time expires for a node irady-to-offmode, instead than91%.
of checking whether it has enough active neighbors to go toln both graphs we observe that U-LDAS generates fewer ac-
sleep mode using only the number of its one-hop neighbotise nodes than LDAS while the requirégb.S is successfully
it performs this check according tp value of its current achieved (all algorithms provide high€w.S than required, for
neighbor graph. brevity, we did not show the exa€poS of each algorithm).

3) E2-LDAS: In all previous protocols including LDAS, This shows the benefits of using expected coverage anatysis t
the nodes collecting more tickets have higher chance to gtcide the required number of one-hop neighbors. Moreover,
into sleep mode. Here, we change it and give more charités clear from the two graphs of results that the active node
to nodes having fewer ticket to go to sleep mode. To achiegeunt generated by LDAS is always the maximum and the
this, we update the ticket distribution scheme as followféerA active node count generated by E2-LDAS algorithm is always
a node: forms its G,, it first generates all subgraphs 6f the minimum among all four algorithms. The number of active
using onlys < N; of its neighbors. Then for each subgraph ofiodes generated in E2-LDAS is sometimes half of the active
neighbor graph, it checks whether it can provide the requireodes generated in LDAS. Comparing the performances of U-
QoS (using the results obtained in Section IlI-B). If this i DAS and E1-LDAS, we notice that when the requir@dS
the case, then it increases the number of tickets that modis equal t00.91 the difference in their performance is bigger
will give to each of the neighbors in this specific subgraptihan when it i9.96. This is in agreement with the observation
by one. After all subgraphs are processed, then ricgknds that we made in the description of E1-LDAS algorithm. When
the number of tickets it will give to each of its neighborstequiredQoS = 0.91, U-LDAS requires four neighbors but in
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72.6% of all neighbor graphs with three neighbors E1-LDA
will find them sufficient for thisQoS. On the other hand
when requiredloS = 0.96, U-LDAS requires five neighbors

but in 6% of all neighbor graphs with three neighbors E1-

LDAS will just require three neighbors and in 37.6% of al
neighbor graphs with four neighbors it will find four neighibo

sufficient. Hence, E1-LDAS has higher chance of improvemer{?]

over U-LDAS for QoS = 0.91 than forQoS = 0.96.

V. DISCUSSIONS
A. Handling Connectivity

neighbor graphs). For E2-LDAS, at first glance it seems that
computation of ticket counts that will be distributed to leac
neighbor may increase the complexity. However, a node can
remember its previous computations and it can remove this
additional cost. On the other hand, in dense networks where
nodes have many neighbors, the cost of ticket computation
can increase. This can also be eliminated by dividing the
nodes into distinct sets as in [9], such that each set is kept
active at different times and the nodes in each set cover the
network area sufficiently. Then, we can run E2-LDAS on each
of these smaller sets (where nodes have fewer neighbors)
independently.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied the coverage redundancy problem
in wireless sensor networks in which nodes neither knowr thei
locations nor the distances to their neighbors. Specificall
we looked at the effects of neighbor graph connectivity
on the expected redundant coverage by sensor nodes and
we demonstrated that using neighbor graphs provides more
accurate information than using only neighbor counts. In
simulations, we also showed that utilization of neighba@pirs
can improve the performance of coverage control prototols.
future work, we will extend our simulations and we will searc
for improvements throughout the lifetime of network. Weoals
plan to compare proposed algorithms with other algorithms
published in the relevant literature.
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