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Abstract Delay-Tolerant Mobile Sensor Networks (DTMSN), which have features
of both Delay-Tolerant Networks (DTN) and Wireless Sensor Networks (WSN),
need to be considered as a different network type due to the unique characteristics.
DTMSNSs have been getting popular due to the increasing number of applications.
As a result, several routing algorithms for the communication between the nodes
have been developed recently. In this chapter, we discuss the challenges for rout-
ing in the DTMSN environment and present a survey of existing routing algorithms
in the literature. We categorize the DTMSNSs as terrestrial, underwater and flying
DTMSNSs and go through the challenges and routing solutions in each of these sub-
categories. We not only examine the routing algorithms specifically designed for
DTMSNSs but also examine the routing algorithms designed for DTNs and WSNs
from the perspective of DTMSNs. Moreover, we discuss the evaluation metrics used
for the performance analysis of developed routing algorithms.

1 Introduction

Wireless Sensor Networks (WSN) have become popular with the advances in wire-
less communication electronics that enabled the development of low-power and
small size sensor nodes. A WSN consists of many sensor nodes deployed in a ge-
ographical area. There is a wide range of applications areas of sensor networks in-
cluding military networks (e.g., battlefield surveillance), environmental monitoring
(e.g., habitat exploration, pollution detection) and transportation (e.g., vehicle iden-
tification and tracking). WSNs have been broadly studied in the past two decades,
with primary focus on routing, energy saving, and topology control. However, when
the sensors are located at moving objects such as people, animals and vehicles and
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the connectivity between the objects shows DTN characteristics, the developed ap-
proaches usually fail to perform properly, requiring the development of new routing
algorithms.

It has been more than a decade since Kevin Fall gave a talk about DTNs [1] and
initiated the research efforts on the topic. DTN topologies are very sparse and the
nodes are connected intermittently. Thus, the network suffers from frequent parti-
tions and the probability that there will be an end-to-end path from a source node to
a destination node is very low. DTN are originally proposed for communication for
the interplanetary Internet, however it has been applied in many different challeng-
ing environments with similar characteristics such as ad hoc and sensor networks,
and vehicular networks.

Recently, DTN concept and technology has been introduced to sensor networks
to address the challenges in data gathering and dissemination in mobile sensor
networks with occasional connectivity. Delay Tolerant Mobile Sensor Networks
(DTMSN) is a new type of sensor network based on DTN communication prin-
ciples. DTMSNs have been recently studied due to the lack of appropriate mech-
anisms that can handle their unique characteristics. In a DTMSN, there could be
many sensors attached on the mobile devices. For example, smartphones carried by
people are a good example of nodes in a DTMSN with multiple sensors (e.g., ac-
celerometer, barometer, camera etc.). Moreover, a group of people in a community
with wearable sensor units on their body also forms a DTMSN. The connectivity
between nodes can happen only when the devices are within their communication
(e.g., WiFi, Bluetooth) range of each other. Thus, a loosely connected mobile sensor
network topology is generated. Each sensor on the device generates different type of
data and can be delivered to a sink node which can be located at a popular location
to increase the likelihood of meeting with other nodes in the network [2]. Such sink
nodes are also usually assumed to have no power problem compared to the regular
nodes. Therefore, they can perform heavy processing on the collected data (e.g.,
filtering, aggregation). Moreover, they are usually equipped with powerful commu-
nication hardware.

In Fig. 1, a typical architecture for a DTMSN is illustrated. There can be nodes
with different mobility behaviors. Some sensor nodes can be static and can only
transmit data to mobile nodes that come to the range of them. Within mobile sensor
nodes, some of them such as smartphones can be connected to the backbone network
(e.g., cellular network) and communicate with each other. On the other hand, some
of the mobile nodes such as wearable sensing units on humanbeings or animals [3],
can only communicate to other mobile nodes and static nodes. The links between
sensor nodes can also show constant and intermittent connectivity patterns. Most
of the time, sensor nodes can only communicate with each other when they come
to the range of each other. It is possible that some nodes (e.g., smartphones) can
communicate with each other through backbone network. These nodes can also be
referred to as high-end sink nodes [4]. Such nodes usually have sufficient power in
their batteries so that they can collect, store and process the data from other sensor
nodes. They also use their power for communication with other nodes through the
backbone network with their powerful wireless transceivers they have.



Delay Tolerant Mobile Sensor Networks: Routing Challenges and Solutions 3

- )
\\\“‘P—e-l?}/_t_o_l_erant mobile sensor n_e_t_vy?_rk__,_——”/’
© stable sensor node S Stable link
O Mobilesensornode ~ ==--- A link about the break
@ Mobile sensor node with Backbone connection

backbone connection

Fig. 1 Delay Tolerant Mobile Sensor Network architecture with different types of sensor nodes
and varying links.

DTMSNSs show similar properties as sensor networks such as short range of com-
munication, limited computation capability and battery capacity. However, they also
have the following features which are different than traditional sensor networks [8]:

e Mobility: The sensors and sinks are carried by the people who have different
mobility patterns. This generates a very dynamic network topology and many
partitions. Network structure is highly affected by the mobility yielding unstable
link quality between nodes. On the other hand, mobility brings opportunities for
reaching out other nodes in the network.

o Intermittent connectivity: The connectivity among nodes in a DTMSN is very
low, thus a very sparse topology is created. Sensor nodes can only communicate
to other nodes when they are in their communication ranges mutually, which
occurs very limitedly.

e Delay-tolerant: Loose connectivity between nodes causes high delays in data de-
livery. However, depending on the requirements of the applications, this can be
usually tolerable. Ubiquitous and pervasive data gathering could be exchanged
in the expense of delays.

e Fault-tolerant: In order to increase the performance of communication, there can
be multiple redundant copies of the same packet in the network. Such a policy
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during data acquisition and routing towards the sink makes the network more
robust and fault tolerant. Some of the packets can be lost or damaged, but the
performance of data gathering and dissemination process does not worsen.

e Limited buffer: There can be multiple sensors on each node in a DTMSN. Similar
to the sensor networks, each sensor has usually limited buffer or some sensors
can share some limited memory. As the sensed data needs to be communicated
to some high-end sink node without being deleted due to buffer problem, queue
management is important and challenging in DTMSNs.

Even though DTMSNs show similar characteristics with other networking types,
they differ from them in multiple aspects. Table 1 shows the comparison of a
DTMSN with other networking types in terms of several features.

Table 1 Comparison of a DTMSN with other network types

Topology Mobility Connectivity Density Delay
Tolerability
DTMSN Very Various Intermittently ~ Very High
dynamic speeds connected sparse
WSN Stable Static Mostly Dense Low
connected
MANET Slow Low Mostly Moderate Low
speeds connected dense
VANET Dynamic High Mostly High Moderate
speeds connected

The primary focus of researchers studying on DTMSNs has been the routing
problem. Due to the aforementioned characteristics, designing an effective routing
algorithm and a data delivery scheme for DTMSNs is challenging. Many studies
have been performed on how to handle the sporadic connectivity between the nodes
of a DTN and provide a successful and efficient delivery of messages to the desti-
nation.

In this chapter, we study the routing challenges and solutions in DTMSNSs. There
are also other challenges such as developing efficient MAC protocols, queue man-
agement and scheduling schemes, which could be found in several surveys [7, 9, 2].
We categorize the routing algorithms developed for DTMSNs based on the deploy-
ment space of the network. In some studies [4] DTMSNs are categorized as net-
works with static sensors, networks with managed mobile nodes and networks with
mobile sensors. However, we think that all these sensor types could be present in
the same DTMSN at the same time. Thus, we categorize the DTMSNs based on the
space they are deployed. In other words, we study terrestrial, underwater and flying
DTMSNSs with their own routing challenges and solutions.

The rest of the chapter is organized as follows. We discuss the routing challenges
and solutions in Terrestrial Delay Tolerant Mobile Sensor Networks (T-DTMSN)
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in Section 2. Then, we look at the different challenges and solutions in Underwa-
ter Delay Tolerant Mobile Sensor Networks (U-DTMSN) in Section 3. As the third
category, in Section 4, we discuss the differences in challenges and approaches pro-
posed in Flying Delay Tolerant Mobile Sensor Networks (F-DTMSN). Then, the
evaluation metrics used commonly for the performance analysis of routing algo-
rithms in DTMSNs are presented in Section 5. Finally, we discuss the open research
issues and provide a conclusion of the study in Section 6.

2 General (Terrestrial) Delay Tolerant Mobile Sensor Networks

In this section, we overview the routing algorithms proposed for DTMSNs. Most of
the routing algorithms proposed generally for DTN also apply to DTMSNs. Thus,
we will study a mixed set of routing algorithms that could be applied in DTMSNS. In
a DTMSN, at any given time instance, due to the high dynamic and sparse topology,
the probability that there is an end-to-end path from a source to destination is low.
Most of the nodes in a DTMSN are mobile and the connectivity between nodes is
constructed only when the nodes come to the transmission range of each other. In
a DTMSN, even though the connectivity of nodes is not constantly maintained, it
can be still desirable to send a packet from a node to another node in the network.
This requires the development of a routing protocol which aims to route the packets
to destination node throughout the times the connections between the nodes are
available. However, this cannot be achieved by traditional routing algorithms which
assume the network is connected most of the time.

From routing perspective, this requires the usage of store-carry-and-forward
paradigm. That is, to deliver a message to a destination (e.g., sink) node, the mes-
sages are stored at some nodes and carried until a node with better delivery proba-
bility is encountered. The message is then forwarded to the encountered node. Such
a mechanism is repeated at each hop until a node with a message copy meets the
destination node.

In a standard network, since the nodes are connected most of the time, the routing
protocol forwards the packets in a simple way. The cost of links between nodes are
mostly known or easily estimated so that the routing protocol computes the best path
to the destination in terms of cost and tries to send the packets over this path. Fur-
thermore, the packet is only sent to a single node because the reliability of paths is
assumed relatively high and mostly the packets are successfully delivered. However,
in DTN like networks, routing becomes challenging because the nodes are mobile
and connectivity is rarely maintained. The transient network connectivity needs to
be of primary concern in the design of routing algorithms for DTNs. Therefore,
routing of the packets is based on store-carry-and-forward paradigm. That is, when
a node receives a message but if there is no path to the destination or even a con-
nection to any other node, the message should be buffered in this current node and
the upcoming opportunities to meet other nodes should be waited. Moreover, even
a node meets with another node, it should carefully decide on whether to forward
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Fig. 2 Snapshots of the topology in a Delay Tolerant Mobile Sensor Network at four different
times.

its message to that node. It is obvious that to forward a message to multiple nodes
increases the delivery probability of a message. However, this may not be the right
choice because it can cause a huge messaging overhead in the network which then
causes redundant energy and resource consumption. On the other hand, sending a
copy of the message to a few number of nodes uses the network resources effi-
ciently but the message delivery probability becomes lower and the delivery delay
gets longer. Consequently, it is clearly seen that there is a tradeoff between the mes-
sage delivery ratio and the energy consumption and delivery delay in the network.
Hence, in the design of an efficient routing algorithm for DTMSNS, the follow-
ing parameters need to be carefully considered: (i) the number of copies of each
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message that will be distributed to the network, and (ii) the determination of next
hop nodes to which the message is either replicated or forwarded.

Consider the sample delay tolerant network illustrated in Figure 2. The figure
presents different snapshots of the network topology showing connectivity between
nodes at four different times. Assume node A has a message destined to node G.
Looking at the snapshots, we can easily observe that delivery of the message could
be achieved by node B at time #4 if node A forwards the message to node B at time
t1. However, the key point here is how node A will know that node B will meet the
destination node before it meets the destination. What makes routing challenging
in a DTMSN environment is to be able to make better decisions at contact times of
nodes using only local information available at nodes.

Routing algorithms for T-DTMSNs could be classified based on the number of
carriers of the message during routing. In some algorithms (i.e., single-copy) only
one node carries the message at all times. In these algorithms, the messages are
forwarded to other nodes which are estimated to have higher chance to meet the
destination. One other common method used in the design of routing algorithms for
T-DTMSNs is using multiple carriers of the message. A number of copies of the
same message is generated and distributed to multiple nodes so that the delivery
probability of the message is increased. Among these algorithms, while some of
them distribute limited number of copies ([11, 12, 13, 14]) to other nodes in the net-
work, some others [5] provide flooding like dissemination of the message copies.
Different than replication based algorithms, some algorithms [39, 40] use erasure
coding technique for efficient routing of messages. They first process and convert a
message of k data blocks into a large set of blocks such that the original message
can be constructed from a subset those blocks. Then each of these encoded blocks
are distributed to the other nodes in the network and the delivery of sufficient num-
ber of blocks is expected to reconstruct the original message. Finally, some routing
algorithms that are designed based on social network features of these networks can
also be considered as a different category. Table 2 summarizes these categories and
highlights their characteristics and comparison. Next we will discuss the details of
some of the state-of-the-art algorithms in each category.

Table 2 Routing algorithm categories for T-DTMSNs.

Number of  Distribution Technique Pros Cons

carriers
Replication based  Multiple Copying to met node Fast delivery Could be costly
Utility based Single Forwarding to met node Cost-efficient Could be slow
Erasure Coding Multiple Distributing encoded More reliable Computation cost
based blocks to met node
Social based Multiple/ Forwarding/Copying Network structure  Human based

Single to met node aware networks only
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2.1 Replication based Routing

The very initial algorithm in this category is Epidemic Routing [5]. This field has
attracted considerable attention after this study and other routing algorithms are de-
veloped to mitigate the problems of Epidemic Routing. Epidemic Routing protocol
works based on principles of spreading of an epidemic. That is, when the nodes in
the network come to the range of each other, nodes exchange pair-wise informa-
tion (i.e., their ids, ids of messages they hold) and the decide which messages to
share/exchange to one another. For example, at the meeting of two nodes, a sum-
mary vector that holds the index of all messages in the first node is transferred to
the second node. Second node then checks its own message ids and detects the
messages which are not available in its own buffer and requests the transfer of these
messages from the first node. Once the messages are exchanged, two nodes have the
same messages (if their contact duration allows to do so). Following this approach
at every pairwise node meeting, one of the copies of the message eventually reaches
the destination. As the result, the fastest spread of copies is achieved yielding the
shortest delivery time and the minimum delay.

The major drawback of this approach is excessive usage of bandwidth, buffer
space and energy due to the greedy spreading of copies. Therefore, several algo-
rithms were proposed to limit the distribution of the message copies while still
achieving high delivery rates. One of the first examples of controlled flooding based
routing algorithms is Spray and Wait [11] algorithm. The idea is to distribute only
a limited number of copies of the same message to other nodes in the network and
wait for the delivery of one of the copies of the message at the destination. The num-
ber of copies of message can be determined based on the tolerance of the applica-
tion to the delay. A similar algorithm based on controlled flooding is also presented
in [6]. These algorithms cannot achieve the same delivery rate as epidemic routing,
however they can achieve high delivery rates within the application’s expectation,
while keeping the cost of routing at very low levels. In [13, 14], Bulut et. al present
the spraying based algorithm with multiple periods. That is, the copies that will be
sprayed to the network are not given to relay nodes at the beginning. First, a portion
of copies are sprayed and delivery with them is waited for some time. If the delivery
does not occur, in the second period, more copies are sprayed to the network. The
goal is to reduce average copy count sprayed to the network while still achieving a
delivery ratio by a delivery deadline. The idea is illustrated in Figure 3.

In replication based routing mainly unicasting is used. In sparse networks like
DTMSNS, at a meeting of nodes, there are usually two nodes. Thus, unicasting is
sufficient. However, in some scenarios, there can be some group of nodes meeting
together and such cases can provide the opportunity to benefit from multicasting.
In [22] and [23], multicasting based routing algorithms are presented. It is shown
that with sufficient knowledge of network dynamics and topology information, the
routing performance can increase with respect to unicasting algorithms.
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Fig. 3 The cdf of delivery probability of a message when different copies are sprayed in two
different periods. [14].

2.2 Utility or Single-copy based Routing

In utility based routing, there is usually one message copy of the message. The
delivery of the message is achieved through forwarding of the message between
nodes towards the destination or sink node. The utility here is the key factor that
determines the forwarding of the message.

One of the first studies that address the weakness of epidemic routing and uses
only one copy is Probabilistic ROuting Protocol using History of Encounters and
Transitivity (Prophet) [17]. The protocol depends on the observation that the mo-
bility of nodes in a DTMSN is not random and can be predictable based on re-
peating patterns. For example, if a node has visited a location previously several
times, the probability that it will visit that location again is high. A probabilistic
routing model is proposed based on this predicted mobility assumption. Each node
maintains a vector of delivery predictability which shows the likelihood of meet-
ing with other nodes. The vector is calculated based on historical meetings, and
transitivity and aging mechanisms. At the meeting of two nodes the messages are
forwarded to nodes with high predictability. The delivery rate increases with the
proposed idea compared to epidemic routing while achieving lower communica-
tion overhead. However, the overhead is still high, thus, there are many variants of
Prophet algorithm [18, 19] have been studied later, some of which include hybrid
solutions with replications of the message.
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Following the same forwarding idea, several algorithms, mainly differing from
each other in terms of delivery probability computation, are proposed. For example,
the time passed since the last encounter of nodes with the destination is utilized in
some previous work [12, 16] and the messages are forwarded toward nodes with
recent meetings with the destination. Moreover, in MaxProp [10] prioritization of
the schedule of packets that will be transmitted to other nodes or that will be dropped
from the buffer (due to overflow) is also taken into account in the routing decisions,
thus better performance results are achieved when the nodes have limited resources
(e.g., buffer, bandwidth).

In some of the single copy based routing algorithms, the traditional shortest path
based routing idea is also utilized within the DTMSN definition. That is, a virtual
graph is constructed with links depending on the quality defined by a utility func-
tion. Then the shortest path is determined from the source to the destination node
and the message is routed over that path. Two example metrics used to define the
link qualities are minimum expected delay (MED [23]) and minimum estimated ex-
pected delay (MEED [24]). These metrics computes the expected waiting time plus
the transmission delay between each pair of nodes based on historical meetings.
The first one uses the future contact schedule, the second one uses only observed
contact history. Here, note that, in shortest path based routing, forwarding decisions
can be made at three different points: i) at source, ii) at each hop, and iii) at each
contact. As the utilization of recent information increases from the first to the last
one, better forwarding decisions can be made. On the other hand, maintaining the
link qualities with latest information and computing the updated shortest paths re-
quire more time. In [25], the impact of correlation between the meetings of a node
with other meetings on shortest path based routing is studied. Depending on the
condition of meeting with the node at previous hop, the meeting time with the next
hop node is calculated, thus, the algorithm is called conditional shortest path rout-
ing. Even though such an extended algorithm improves the delivery ratio of shortest
path based routing algorithms, there is lots of computation overhead and it may be
hard to obtain link quality for each pair of nodes accurately when there is less train-
ing data of node meetings in the past. The correlation concept has also been used to
develop efficient utility based routing algorithms [45, 46] in different scenarios.

There are also hybrid algorithms that use both the idea of multiple copies of the
same message and utility based forwarding. Spray and Focus [12] algorithm is an
example of hybrid routing protocols which basically follows the principles of Spray
and Wait [11] but improves the process in Wait duration by further forwarding the
message copy to nodes that can meet the destination with high likelihood than the
current holder. A similar hybrid approach is also presented in [15].

2.3 Erasure Coding based Routing

In order to strengthen the robustness of the routing algorithm against failures and
increase its reliability, coding based routing algorithms have been developed. They
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spread many small size messages and increase the message delivery probability.
Erasure coding technique is one of the powerful coding techniques used for that
purpose. The approach offers a procedure which first divides a message into k data
blocks and then converts these k blocks into a set of ¢ encoded blocks such that the
original message can be constructed from any k + € subset of ¢ blocks. ¢ is usually
set as a multiple of k and R = ¢ /k is defined as replication factor of erasure coding.
€ is considered as a very small value and can change in different coding algorithms.

Once the source node creates such encoded blocks, it distributes them to different
nodes in the network and delivery of at least k4 € of them to the destination is waited
for the delivery of the original message. The benefit of erasure coding based routing
is that it will not be affected much if one of the pieces are lost or corrupted as in
not-fragmented based routing. Moreover, the large files will be splitted into small
blocks and the routing and delivery of them will be conducted separately and over
different paths towards destination. All these features make the routing more robust
and resilient, which is crucial in several application scenarios such as Virtual Reality
(VR).
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Fig. 4 Erasure coding based content delivery and routing from source to target node.

Let p(t) denote the cdf of a single node’s probability of meeting the destination
at time ¢ after it is generated at the source device, which will be determined based on
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the pairwise relations collected. The probability that there are already k messages
gathered at the destination node at time ¢ is:

D

P0.@) =Y (7)p =)

i=k

Once the source device generates the data, it will first divide the file into small
blocks of some fixed size, then with some replication factor, it will encode all these
blocks to obtain the set of blocks to be forwarded towards destination. As the device
meets other nodes, the blocks will be transmitted to other devices as contact duration
permits. Figure 4 shows the summary of this coding and routing process from the
data generated at the source device towards the target node.

The idea is introduced in [39], by Wang et. al with extensive discussion on its ad-
vantages over multicopy-based routing approach. In later studies, variants of the ap-
proach is also presented. In [40, 41], the optimal distribution of the encoded blocks
over multiple delivery paths and multiple time frames are studied. In [42], a similar
approach with a focus on non-uniform distribution is presented. Its application in a
secure routing approach is also discussed in [44].

In [8], Replication-Based Efficient Data Delivery Scheme (RED), which is
specifically designed for routing of messages in delay/fault tolerant mobile sen-
sor networks, is presented. The RED scheme uses the erasure coding technique to
reach the target data delivery rate with small messaging overhead. There are two
phases of the scheme. In the first phase called data transmission, the decision of
when and where to transmit the data messages are made depending on the delivery
probabilities of nodes. In the second phase called message management, optimal
parameters (i.e., number of blocks to encode and the redundancy level) of erasure
coding technique are determined depending on the current delivery probability of
the node. The RED scheme offers a simple joint message manipulation and queue
management at intermediate nodes as the source computes the necessary parameters
and intermediate nodes just use them. However, the optimal parameters of erasure
coding calculated at the source node based on its own delivery probability to the
sink node. This may result in inaccurate optimal results, especially when the source
node is away from the sink [8]. To avoid these problems (e.g., increased complex-
ity in message transmission and queue management) of RED scheme, authors pro-
pose a better scheme called Message Fault Tolerance-Based Adaptive Data Delivery
Scheme (FAD). In FAD scheme, the design is based on the message fault tolerance
which is defined as the probability that at least one copy of the message is delivered
to the sink by other sensor nodes in the network. Unlike the RED scheme, when a
message is transmitted to next hop node, the message copy at the forwarder node
is not deleted to increase the redundancy and tolerant to fault of messages. There-
fore, FAD scheme can also be considered as a hybrid routing algorithm that benefits
from both replication based routing and erasure coding based routing. Similar hy-
brid approaches are also studied in several other works [43]. The message is not
only encoded into small number of multiple message blocks but these blocks are
also replicated to further enhance the delivery rate.
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Next, we compare the erasure coding based approach to replication based (non-
coding) approaches. As Figure 5 shows, erasure coding can increase worst-case
delivery ratio compared to replication based routing (where BS stands for binary
spraying and SS stands for source spraying of coded blocks). Moreover, it makes
the system more reliable as the loss of a packet does not decrease the delivery ra-
tio as it does in replication based routing approach. Thus, each of these routing
approaches can show better performance (i.e., high reliability, delivery ratio) in dif-
ferent environments.
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Fig. 5 The cdf of delivery probability with erasure coding compared to replication (non-coding)
based approach [14].

2.4 Social based Routing

In some DTMSN applications, the sensor nodes are carried by human beings, thus,
a human-oriented data gathering occurs. That is, the sensors on the devices attached
to human body collect data related to human body, human movement, or environ-
ment in the current location of the person to achieve a goal (e.g., flu tracking, air
quality detection) [32]. The data can be sensed through different devices including
dedicated wearable sensing units and smartphones with multiple sensor types. With
the rise of Internet of Things (IoT) and widespread adoption of smartphones, such
an application forms a very large DTMSN network. Thus, designing effective rout-
ing algorithms for such networks depends on understanding human mobility and
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meeting characteristics (see Figure 6 showing the highly varying node encounter
patterns). To this end, several studies [35, 36, 37, 38, 45] have been conducted on
real mobile user data and identified regularities, repetitions and correlations on these
human networks.
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Fig. 6 Encounter distributions of selected nodes with other nodes in two different mobile social
network dataset [26].

In [34] a new data gathering approach specifically designed for human-oriented
DTMSN:S is proposed. The approach estimates the delay of data transmission for
each sensor node based on historical relations of humans and selectively replicates
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the message to sensor nodes with lower estimated delivery delay. Thus, the algo-
rithm can be considered as a hybrid algorithm that uses replications and social rela-
tion analysis.

There are also some routing algorithms that aim to improve the routing perfor-
mance based on social network properties (e.g., betweenness, centrality, degree) of
the network topology. In [27], the authors use two different social network metrics
to increase routing performance. First, the social similarity metric is used to detect
nodes in the same community. Second, they use egocentric betweenness metric to
identify the nodes that stay in between different communities and take bridging role.
Then, to route a packet towards the destination or sink node, when two nodes meet
each other, first a joint utility function comprised of these two metrics is calculated
for each destination node. Then, the node with higher value for the message’s desti-
nation is given the message.

In [33], each node is assumed to have two rankings: global and local. While the
former denotes the popularity (i.e., connectivity) of the node in the entire society,
the latter denotes its popularity within its own community. Messages are forwarded
to nodes having higher global ranking until a node in the destinations community
is found. Then, the messages are forwarded to nodes having higher local ranking
within destination’s community. A distinction between local community members
and others is also made in [28] and the distribution of message copies is optimally
balanced between these two kinds of encountered nodes. In [29], a community-
based epidemic forwarding scheme is introduced. First, the community structure of
the network is detected using local information of nodes. Then, the message is for-
warded to each community through gateways. An interesting algorithm based on the
analysis of friendship relations between nodes is also proposed in [26]. Additionally,
in some other studies, several different properties of social networks are considered.
In [30], irregular deviations from the habitual activities of nodes are considered and
it is shown that the worst case performance of routing can be improved by scattering
multiple copies of a message in the network such that even deviant (less frequently
encountered) nodes will be close to at least one of these copies. In [31], the effect
of socially selfish behavior of nodes on routing is studied.

3 Underwater Delay Tolerant Mobile Sensor Networks

Recently, the area of Underwater Wireless Sensor Networks (UWSNG5) has attracted
a lot of attention due to high demand and rapid advances in technology. For ex-
ample, mines in terrestrial areas are getting exhausted and mines in undersea ter-
rains, which could be easier to reach than those in earth, are explored. Therefore, to
detect such underwater terrain, sensors are distributed around the field of interest.
Designing efficient routing protocols in UWSNSs is challenging due to unique char-
acteristics [64, 65, 66]: (i) they rely on acoustic communication (rather than RF)
in which the channels offer low bandwidth and long propagation delays [67], (ii)
the network topology is very dynamic as the nodes move with water currents and
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some nodes can be underwater autonomous vehicles, (iii) localization in underwater
is difficult [68, 69], thus routing algorithms that need location information may not
perform well, and (iv) energy efficiency in the design of routing algorithm should
be a priority as the underwater sensor nodes are usually battery powered, and could
be hard to recharge or replace them in such challenging environment.

Moreover, even though UWSNSs have similar basic functions of sensor networks
including sensing, measuring and information collection, they may also show char-
acteristics of delay/disruption-tolerant networks (DTNs). In Figure 7, a sample Un-
derwater Delay Tolerant Mobile Sensor Network (U-DTMSN) is illustrated. The
sink node usually floats on the water, while the other sensors are located at different
depths of the water. There are also some mobile (e.g., underwater robot) nodes that
move around and collect data from other nodes. The links between nodes can be
stable and intermittent, thus some delay is tolerable in the communication between
nodes. Once the sink node receives the data from other nodes, it can connect to
satellite or onshore station via RF link.

Due to the movement of sensors (e.g., triggered by flows in water), the network
topology could vary a lot and can be hard to control. Such uncertainty in the net-
work structure makes the routing of information from sensors towards the sink a
challenging task. The routing protocols designed for them needs to consider addi-
tional constraints compared to the routing algorithms in other DTN types. There is a
significant amount of literature on routing protocols for U-DTMSNSs. In Table 3, we
provide a categorization of them, highlight their characteristics and compare. Next,
we will discuss a few routing protocols in each category.
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Fig. 7 Underwater Delay Tolerant Mobile Sensor Network ecosystem.
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Table 3 Routing algorithm categories for U-DTMSNs.

Key feature Pros Cons
Geographical Uses locations Efficient in dense May not perform
of sensors networks well with sparsity
Mobile relays Uses autonomous Fast delivery Costly
based vehicles
Clustering based Cluster heads Structural Limited application
Opportunistic and Learning based Works well with Needs warm-up
Prediction based sparsity time and training

3.1 Geographical routing

The algorithms in this category utilize location information of the sensors for effi-
cient design. In [49], Depth-based Routing (DBR) is proposed. It only utilizes the
two dimensional depth information of sensors. Multiple sink nodes are also consid-
ered on the water surface to increase the data collection process. The depth informa-
tion is exploited to decide the next sensor node (i.e., qualified forwarder) to forward
the packets. If the difference between the depth of the nodes is larger than a thresh-
old, the node close to surface is considered as qualified forwarder. Even though
such distance based approach help limit the number of forwardings of the packets
and reduce the energy consumption, it takes into account only one parameter which
leads some drawbacks. For example, with a large depth threshold, delivery ratio can
decrease as there will be limited number of forwarders. That’s why DBR algorithm
will work properly only in dense networks, which may not be the case especially in
UWSNS. Pressure routing protocol proposed in [63] is similar to DBR but it uses
the pressure levels at the sea floor as the key factor rather than depth. There are also
other geographical routing algorithms [52, 53, 54] which use location information
of nodes. However, they have either high communication cost or cannot perform
well in sparse networks.

3.2 Mobile relays (AUVs) based Routing

Another type of algorithms get benefit from mobile relays in their designs. For ex-
ample, Delay tolerant Data Dolphin (DDD) algorithm that is proposed in [50] as-
sumes that in addition to many static sensor nodes in the seabed there are also some
mobile sensor nodes (or Autonomous Underwater Vehicles (AUVs) [70]) called dol-
phins. The static sensors collect information from seabed and forward them to the
closest dolphin node around. Dolphin nodes move randomly in the area and send
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beacons to static sensors periodically to notify them about their presence. Receiving
the packets from static nodes, dolphin nodes delivers them to the base station once
they come to the range of it. Clearly, the performance of this type of routing will
depend on the number of dolphin nodes and their characteristics (e.g., speed, range).
With smaller number of dolphin nodes, there will be delay in packet delivery to sink
node (i.e., base station). On the other hand, with more dolphin nodes, the cost will
increase. Thus, such a tradeoff requires careful determination of the number of dol-
phin nodes based on available resources and performance requirements. There are
also other studies [71] which use AUVs to aid the routing.

In [66], a Link-state-based Adaptive Feedback routing (LAFR) algorithm is in-
troduced using the 3D directions of underwater topology. The study analyzes the
routing in underwater networks with symmetric and asymmetric links (which is de-
termined by looking at the presence of the same node in downstream and upstream
node tables) and proposes an energy-efficient routing mechanism considering this
separation. Impact of multiple factors (e.g., angle, radius, interference, beam width)
on link states are considered. Once the link states are determined, the routing query
proceeds according to the routing information at each node. There is also a feedback
mechanism, which is used to update the routing information. As the feedback can
take the path with both the symmetric and asymmetric links.

3.3 Clustering based Routing

Classical cluster based routing algorithms are also proposed for U-DTMSNSs. In
Minimum-Cost Clustering Protocol (MCCP) [55], clusters are formed based on to-
tal energy required to send data to cluster heads, residual energy at clusters and the
distance between the cluster head and the sink. Even though MCCP can improve
energy efficiency and prolong the network life, it does not support routing over mul-
tiple hops. Location-based Clustering Algorithm for Data (LCAD) [56] gathering is
another clustering based algorithm which divides the entire network into 3D grids
and determines the cluster head accordingly. Thus, the performance of LCAD heav-
ily depends on the position of cluster heads, but with optimal locations, it can reduce
energy consumption during data transmission phase.

3.4 Opportunistic and Prediction based Routing

There are also several algorithms which focus on opportunistic nature of De-
lay Tolerant Mobile Sensor Networks. The communication between nodes is pre-
dicted based on several parameters. Prediction-Based Delay-Tolerant Protocol (PB-
DTP) [57] is one of the algorithms in this category. It uses a unique prediction
approach rather than relying on round trip time (RTT), which may not be accurately
estimated due to the obstructions and different propagation rates in the underwa-
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ter environment. The algorithm can show tolerance to long and varying delays, and
disruptions between nodes. It predicates a value for a sensor node if its data does
not reach to sink node (instead of having the node retransmit the data). Sensors are
formed into clusters. If the packet from a node to cluster head is lost, cluster head
predicts it based on previous data values of the sensor node, or its neighbor sensor
nodes’ data values. Once the cluster head node receives actual data from a sen-
sor node, it replaces the predicted value and use the actual data value for accurate
predictions in the future. PBDTP reduces data traffic in the network and uses the
network resources efficiently. However, if the actual data arrival interval from the
nodes becomes large, the accuracy of the proposed approach reduces dramatically.

In order to increase the delivery chance, multiple copies of the same message
are sent towards the sink node. However, this can yield high overhead in the net-
work. Thus, in some studies, the tradeoff between high delivery rates and cost are
analyzed. In [60, 61], a Redundancy-Based Adaptive Routing (RBAR) protocol is
proposed. The essential part of that algorithm is a sensor node is allowed to hold
a packet as long as possible until it is necessary to make a copy. By this way, the
algorithm aims to control the replication procedure and the copy count in the net-
work, but in the meantime achieving a guaranteed in-time delivery and better re-
source consumption. Binary tree based copy distribution scheme is utilized, and the
packet replication process is modeled as a continuous Markov chain process with
an absorbing state. The minimum number of copies required to guarantee a certain
level of delay is also calculated. This is similar to the concept of Spray-and-Wait
algorithm where only a certain number of copies of the message is delivered. More-
over, in [14], the idea is extended with multiple period concepts. The algorithm can
achieve a good trade-off among delivery ratio, delay and energy consumption.

Machine learning techniques are also utilized extensively in some algorithms.
In [62], a reinforcement learning based algorithm (i.e., Q-learning) is used to deal
with uncertainty dynamics of UWSNS. The states are associated with each packet
holding a specific packet and actions are defined based on the forwarding of the
packets between nodes. The reward in Q-learning model is defined based on residual
energy and density. With increasing density, the forwarding probability increases
but also the energy consumption. Thus, a weighted equation is used. A Markov-
Decision-Process (MDP) based model is used to define the relationship between
the states of Q-learning, then an energy-efficient and adaptive routing protocol is
proposed. Even though the algorithm increases performance, the learning algorithm
needs some warm-up time to learn and converge, thus there might be unsatisfactory
performance in some cases.

Even though multi-copy based algorithms offer improved delivery ratios poten-
tially, due to the inconsistent nature of UWSNs, some copies can be lost and do
not provide benefit while increasing the cost. Thus, there are also studies which fo-
cus on routing with single copy based messages. In [58, 59], Guo et. al proposes
Prediction-Assisted Single-copy Routing (PASR), in which single copy of the mes-
sage is routed towards the sink over a more reliable route. The concept of aggressive
chronological projected graph (ACPG), which basically integrates dynamic topol-
ogy change in the same graph, is introduced. Once the historical information about



20 Eyuphan Bulut

links between nodes are collected and ACFG is formed (which could also be consid-
ered as mobility pattern of nodes), the optimal routes are determined for the single
copy of the message. For example, the nodes with more neighbors are selected to be
part of the routes as they can provide more stable connectivity with their neighbors.
Other factors considered for optimal route selection include, geographic location,
contact periodicity, inter-contact time distribution, and contact probability.

4 Flying Delay Tolerant Mobile Sensor Networks

Delay Tolerant Mobile Sensor Networks (DTMSN) can also consist of flying agents
(e.g., unmanned aerial vehicles (UAV) or drones) in some scenarios. UAV systems
can be operated remotely by human operators or can fly autonomously without car-
rying human personnel. Exploiting UAVs offers new flexible ways for many ap-
plications including military, search and rescue, public safety [103], transportation,
wildfire management [73], wind estimation [74], disaster monitoring [75], remote
sensing [76] and traffic monitoring [77]. Missions can be completed with UAVs
faster and with less cost. Some example missions could be listed as monitoring of
a disaster area and conducting an assessment of the destruction, video dissemina-
tion, victim localization through thermal cameras or wireless signals from phones,
and providing immediate aid to stranded people in rural areas through video service
etc..

Flying DTMSN (F-DTMSN) is a special network type that could be consid-
ered as a subtype of Mobile Ad hoc NETworks (MANET), Wireless Sensor Net-
works (WSN), Delay Tolerant Networks (DTN) and Vehicular Adhoc NETworks
(VANET). However, they have unique features which make them different than
these networks. As the communication range of UAVs are much higher than the
nodes (e.g., smartphone carried by people) in terrestrial DTMSNSs, the distances be-
tween nodes in a F-DTMSN are very large and the degree of nodes could be much
higher than in other networking scenarios. As the drones are agile and can move fast
the network topology changes very dynamically. This results in drones that connect
intermittently, a characteristic of links between nodes in DTN .

Figure 8 shows a sample Flying Delay Tolerant Mobile Sensor Network ecosys-
tem. There are ground sensors and UAVs flying. UAVs can carry information from
one subnet to another subnet with some delay. UAVs fly around obstacles, thus, the
links between UAVs are mostly intermittent. There can also be a ground satellite
station which communicates with flying nodes and collects data. UAVs’ range is
limited thus they can only communicate with the other nodes in their range. More-
over, the communication between UAV's can be achieved over multiple hops.

The nodes need to communicate through peer-to-peer connections (similar to
MANETs) for data exchange, synchronization and coordination with each other.
They collect data from environment through their sensors and transmit to a sink node
(i.e., ground station) similar to the Wireless Sensor Networks (WSN). In a multi-
UAV network, there might be many sensors located on UAVs and each sensor may
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Fig. 8 Flying Delay Tolerant Mobile Sensor Network ecosystem.

have different data dissemination requirements. Moreover, the energy constraints of
UAVs are much greater than the energy constraints of nodes in other nodes (e.g., a
typical UAV may have battery capacity of 5200mAh, and a flight time of about 25
minutes [84] while for example a smartphone in terrestrial DTMSN can last a day).
All these features make them show some similarities with other networking types
(DTN, WSN, MANET, VANET), however, the routing protocols developed for these
traditional networks do not work well due to their unique aggregate characteristics.

The advantages of F-DTMSNs with multiple UAVs can be summarized as fol-
lows [72, 78]:

e Low cost: UAVs involved in such networks are usually small, thus their acquisi-
tion and maintenance cost is low compared to other large size flying objects [87].

e High-speed: UAVs can handle missions that human beings cannot handle and
as the number of UAVs in the network increases the speed of completing the
missions becomes faster [89].

e Large-scalability: UAVs can connect multiple ground sensors and provide com-
munication opportunity with minimum cost. This increases the scalability of the
sensor networks and size of coverage area [88].

e High-survivability: When multiple UAVs are involved in a F-DTMSN, failure of
one UAV could easily be fixed through the reassignment of tasks to other UAV's
and the operation survivability increases.

e Small radar cross-section: Multi-UAV based sensor networks can produce very
small radar cross-sections, instead of having one large radar cross-section. This
will be critically important especially in military based applications [90].

On the other side, there are some challenges to design routing algorithms for
these networks. The initial studies and experiments for flying networks focused on
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adaptions of existing routing protocols designed originally for other networks types
(e.g., MANET). However, most of the such algorithms do not perform well in F-
DTMSN due to the unique challenges in these networks (e.g., high mobility and
very dynamic link quality). Therefore, recently new algorithms that try to address
these challenges are proposed specifically for these networks. Table 4 summarizes a
categorization of these algorithms and their comparison. In the rest of this section,
we survey over the routing algorithms in each category.

Table 4 Routing algorithm categories for F-DTMSNs.

Key feature Pros Cons
Routing table Link quality Low latency May not be scalable
based Predetermined paths
Hierarchical Cluster heads Scalable May not perform well
based with high dynamicity
Geographical Uses locations Works well with  May not perform well
of nodes less dynamicity with high dynamicity

4.1 Routing table based Routing

In routing table based algorithms, there is a routing table maintained to utilize in
making forwarding decisions. These algorithms could be proactive and reactive pro-
tocols and mainly depend on the rationale used in MANET routing. However, the
algorithms are usually adapted to satisfy the requirements of F-DTMSNs. For ex-
ample, in [95], a novel routing algorithm that promises low latency for F-DTMSN
is proposed. The algorithm is the extended version of the well-known Optimized
Link State Routing (OLSR) protocol [81]. Directional antennas are utilized to find
the next relay node to improve the performance of OLSR. The sensor node chooses
a set of multipoint relay (MPR) nodes such that the two hop neighbors can be cov-
ered. The proposed Directional OLSR (or D-OLSR) protocol reduces the number of
MPRs with directional antennas, thus reduces the messaging overhead and decreases
end-to-end latency, which is an important parameter for F-DTMSNs. Another exten-
sion of OLSR protocol is proposed in [82], with a name Predictive OLSR (P-OLSR).
It uses GPS information available at UAVs and link quality with ETH metric [83]. It
is currently the only F-DTMSN-specific routing technique with an available Linux
implementation.

There are also different variants of these algorithms proposed. In [91], a time slot-
ted on-demand routing protocol is proposed for F-DTMSN:Ss. It is indeed time-slotted
version of well-known Ad-hoc On-demand Distance Vector Routing (AODV) algo-
rithm [92]. In AODV, the nodes send the control packets on random access mode,
while in [91] dedicated time slots are used and only one node is allowed to send data
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packets. The algorithm increases packet delivery ratio and reduces packet collisions,
however this happens at the expense of some decrease in usable network bandwidth.
In a UAV network, it is also important to collect data from multiple sensors on
UAVs. Thus, data-centric routing algorithms can also be adopted for them (where
the routing tables are static). As the UAVs could be developed specifically for some
mission, the hardware (e.g., sensor) and capabilities of UAVs could be different at
every mission. This makes it difficult to use a routing algorithm for any mission.
Data-centric routing algorithms can be used to address this challenge, for exam-
ple, through a publish-subscribe mechanism [98]. The model links the data pro-
ducers (i.e., publishers) and data consumers (i.e., subscribers). The data collected
from nodes towards the sink node are aggregated at intermediate nodes. Contrary
to flooding like algorithms, only the registered data types are dispatched to the data
consumers. Thus, rather than point-to-point transmission, point-to-multi-point data
transmission model can be utilized. Data-centric communications are usually pre-
ferred on a network with smaller number of UAVs and with predetermined path
plans. Thus, a very small portion of F-DTMSN scenarios may benefit from it.

4.2 Hierarchical/Clustering based Routing

There are several studies that target scalable routing for any network size of F-
DTMSN. They basically use hierarchical structure consisting of clusters. Each clus-
ter has a cluster head and all the nodes in its cluster communicate with that cluster
head through direct communication link. The cluster head communicates with up-
per layer UAVs or satellites directly or indirectly. When a cluster head receives data
from upper layers, it disseminates them to cluster members by broadcasting. Hier-
achical routing algorithms provide better performance when the target area and the
number of nodes in the mission are high. However, there are critical design issues
such as effective cluster formation in such dynamic networks. In [94], a mobility
prediction based cluster formation algorithm is presented. As the UAVs are fast, the
high mobility of nodes requires frequent updates to clusters. In [94], authors aim
to address this challenge through a mechanism that predicts the topology updates
of the network. Utilizing a dictionary trie structure prediction algorithm [96] and
link expiration time mobility model, they model and predict the mobility of UAVs.
The cluster head is selected as the node with the highest weighted sum of all models
used. The results presented show that such a cluster head selection scheme increases
the robustness of the cluster and cluster heads.

Another clustering algorithm for flying UAV networks is also proposed in [97].
The clusters are first formed on the ground station using geographical information
of nodes and updated during the operation of the network. Cluster heads are se-
lected from the nodes with high degree and long connection endurance. The cluster
structure is updated based on the mission information. The simulation results pre-
sented in the study show that the stability of the network increases with the proposed
clustering method and routing.
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4.3 Geographical Routing

If the physical position of the nodes in the network could be retrieved via GPS sen-
sors or other type of positioning techniques, geographical routing algorithms can
also be utilized for F-DTMSNSs. The algorithm uses the position of the source node
and the destination to decide the forwarding strategy. There are some geographical
or position based routing algorithms developed specifically for F-DTMSNS. In [93],
Lin et. al propose Geographic Position Mobility Oriented Routing (GPMOR) algo-
rithm. In GPMOR, the node movements of UAVs are predicted with a Gaussian-
Markov mobility model and this information is exploited in determining the for-
warding of packets. The results presented show that this algorithm can provide better
latency and high packet delivery ratio compared to existing location based routing
algorithms proposed for MANETs. While some studies claim the benefit of geo-
graphical routing for F-DTMNs, some also recommend to be cautious in applying
them in F-DTMSNS. In [99], authors develop a simulation framework to study geo-
graphic routing algorithms in F-DTMSNSs. Their simulation results illustrate that us-
ing only greedy geographic forwarding (such as Greedy Perimeter Stateless Routing
(GPSR) [100]) is not fully reliable and a combination of other methods is necessary.
In [101], the power of geographical routing is combined with routing table based
(reactive) routing. A combined algorithm called Reactive-Greedy-Reactive (RGR)
routing is presented to increase the performance further. The proposed RGR algo-
rithm basically used both the location information of UAVs and reactive end-to-end
paths in the decision process.

Designing efficient routing algorithms for F-DTMSNss is very challenging due to
the unique features of them. Existing algorithms can only address some aspect of
these networks and propose some adaptions to existing protocols to support routing
in UAV networks. Thus, thorough and stable routing algorithms are still needed.

A F-DTMSN can be used to collect information from the sensors on UAVs. How-
ever, the data generation rates at these sensors together with their priority of collec-
tion at the sink node could be different. All the data collected from all these sensors
needs to be routed towards the ground station (i.e., sink) over UAVs in multi-hop
manner. Thus, collaboration between UAVs is important for coordination and colli-
sion avoidance. Designing new routing algorithms that can converge quickly in the
highly dynamic F-DTMSN environment and can satisfy the needs of different data
collection requirements is still an open research issue. In [78], authors discusses the
potential of data-centric routing algorithms which can support multiple application
scenarios simultaneously. However, it is not yet explored for F-DTMSNSs.

Considering the characteristics of such networks, in the design of a routing algo-
rithm, the following guidelines can also be considered. Routing tables can be hard to
maintain in dynamic network topology environment, thus, an efficient and quickly
adapting routing algorithm should not use routing tables in traditional manner. It
should also need to consider the requirements of different sensors at UAVs and also
intermittent connectivity patterns between UAVs. Thus, limited replication based
routing algorithms whose benefit have been shown in DTN settings, can increase
the performance of routing in F-DTMSNs. However, number of copies should be
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determined efficiently depending on the pairwise node relations [26, 14] and mech-
anisms that will stop copying somehow (through ACKSs from destination node or
with self-stopping mechanisms [104, 105]) should be developed. As UAVs can carry
GPS devices, the location information of nodes is most of the time available. Thus,
routing algorithm can be geographical. Finally, the remaining energy levels of the
UAVs should be considered while assigning routing related tasks to UAVs. For ex-
ample, a UAV with a packet to deliver to ground station will give preference to a
neighbor UAV with more energy, however a UAV with less energy which is getting
ready to visit ground station to be recharged can be preferable rather than another
UAV that can provide multi-hop connectivity to ground station.

5 Performance Evaluation Metrics

In this part, we discuss the evaluation metrics utilized in assessing the performance
of routing algorithms in Delay Tolerant Mobile Sensor Networks. At the end of this
section, we also provide an overview of the performance of the algorithms presented
in previous sections with respect to these metrics.

5.1 Average delivery ratio

Average delivery ratio is the ratio of packets received successfully at the sink node
to the total number of packets originated from all source nodes. Since the network
topology in a DTMSN could be very dynamic and there could be uncertainties about
the links between the nodes, it is challenging to find the next sensor node that will
lead the packets to the sink. There may not be a connection between the source and
sink node at all. The routing (i.e., forwarding) decisions are made through current
neighbors of the packet carrying node, however, the connection between neighbor
nodes may be interrupted as they move and tranmission of the packets may fail.
Thus, some of the packets may not arrive to the destination sink node and average
delivery ratio for all messages can decrease. Average delivery ratio metric is used to
ensure that the desired number of packets (i.e., information) is delivered to the sink,
so that sensor network can function properly. Delivery ratio sometimes linked with
some delivery deadline. Even though these networks are tolerant to delays, there is
sometimes a deadline [13, 14] considered for the successful delivery of certain ratio
of packets. In that case, the packets arriving to the sink node before the deadline
needs to achieve a certain delivery ratio required by the application.
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5.2 Average end-to-end delivery delay

The average end-to-end delay is another significant metric used in the evaluation
of routing protocols. There can be multiple services in DTMSNs and an immediate
demand can emerge for these services or applications at the sink nodes or between
the sensor nodes. The communication between nodes is achieved via intermittently
connected links. Thus, a delay occurs when a message from a sensor node to an-
other node needs to be transferred. If there will be multiple hop communication,
then the delays at each hop will accumulate and constitute the end-to-end delay.
For all messages through the network, this will then be averaged to find the delay
performance of the routing algorithm. End-to-end delay is critical metric that can
also affect other factors in the network such as power consumption, and buffer uti-
lization. As the network environment is challenging due to intermittently connected
links, some messages can stuck at some nodes and new messages arriving to these
nodes can cause dropping of messages.

5.3 Average delivery cost or messaging overhead

Delivery cost is usually defined as the number of copies of the message distributed
during routing and/or the number of forwardings of the message copy happened be-
tween nodes. Whatever the mechanism used in the routing algorithm design (e.g.,
single copy, multiple copy), the delivery cost covers the communication cost be-
tween the nodes. This is also directly related to the energy consumption at nodes
as the tranmission of a message and receiving at the other node requires energy.
Thus, this metric also can be used to understand how energy efficient is the rout-
ing algorithm is. Routing algorithms should also be designed such that the energy
consumption due to the routing is balanced among all nodes in the network. Fair
routing [102] is one example algorithm designed primarily with this goal.

5.4 Routing Efficiency

In some studies [26], there is also a metric called routing efficiency used to evalu-
ate the performance of routing algorithms and compare with others. Basically, this
metric measures the ratio of delivery ratio to the number of copies or forwardings
made throughout the routing of a packet. This gives the contribution of each copies
or forwardings to the delivery ratio. For example, direct delivery method tries to
achieve delivery with the copy at the source, so the cost is only one and happens at
the time of delivery to destination. But the delivery ratio with direct delivery within
a deadline can be very small as some node pairs may not even meet. Thus, routing
efficiency of the direct delivery method will be equal to the delivery ratio, which is
small. On the other hand, in epidemic routing, the delivery ratio will be very high
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and best possible among all algorithms. However, the cost will be very large too,
as many message copies are generated and transferred over the radio between the
nodes. Thus, the routing efficiency will be small too. However, there are algorithms
which can provide high delivery ratios and low overheads. The routing efficiency
for them will be high.

5.5 Network Lifetime

In any type of sensor networks, one of the important metrics regarding the network
performance is its lifetime. Energy is consumed by different operations of the sensor
network including the copying and forwarding of the messages during routing. Thus,
routing algorithms should be designed in a way that it will contribute to the goal
of prolonging the network lifetime. In Wireless Sensor Networks (WSN), network
lifetime sometimes considered as the time until the first node dies or the time when
the network is partitioned. However, in DTMSN systems, the nodes are not always
connected, and death of one node does not cause a problem in the functioning of
the routing algorithm as it is designed opportunistically. Thus, the network lifetime
in DTMSN environment can be defined as the time after which there will not be
any communication opportunity between nodes. In other words, there can be nodes
moving around but they may not come to the range of each other at all, thus, such
nodes cannot send their messages to other nodes.

Comparing the performance of the algorithms presented in previous sections in
terms of the presented metrics, we observe a very broad range of performance. For
example, the algorithms in each category may achieve a better average delivery ra-
tio than the algorithms in other categories depending on the application scenario
and network characteristics. A general observation is that the algorithms in which
the messages are carried by many carriers provides faster delivery, yielding higher
average delivery ratios and shorter end-to-end delivery delays. Moreover, hybrid
algorithms that utilize multiple information about nodes can overcome the other
algorithms in terms of average delivery ratio and delay. On the other hand, these
algorithms may generate high delivery cost, thus routing efficiency can reduce dra-
matically. If the buffer space of nodes is limited and the generated message traffic
is very high, due to the drops at nodes, this may even yield lower delivery ratios
and longer delays. Therefore, the algorithms that aim a delivery with single carriers
of the message may overcome these multi-carrier algorithms in such environments
in terms of all metrics. Network lifetime, which is basically defined by other per-
formance metrics, could also be very different for the algorithms in each category
depending on the application.
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6 Conclusion

In this chapter, we give a survey of Delay Tolerant Mobile Sensor Networks
(DTMSN) and the routing algorithms proposed for them. The challenges in a
DTMSN, which is a sensor network with low connectivity among nodes and sparse
topology, is different than the challenges in traditional WSNs. Thus, to address
the requirements, several routing algorithms are proposed or traditional ones are
adapted. After summarizing the characteristics of DTMSNSs and their unique fea-
tures and differences from other network types, we present the routing algorithms
proposed for them under three categories. We classify such networks as terrestrial,
underwater and flying DTMSNs and discuss their specific constraints and chal-
lenges. Finally, we present the performance metrics used in the evaluation of routing
algorithms proposed for DTMSNs.

We believe that the following issues are still open research questions and worth
studying.

e A DTMSN may have different performance requirements based on the applica-
tion. High delivery ratio of packets with low messaging overhead has been con-
sidered as the most significant parameter in routing performance. However, in
some applications, there might be other concerns such as prioritized delivery for
some significant (e.g., emergency related, keyframes in a video file) messages.
There is very less focus on routing with such special requirements and needs
further study.

e The key factor that defines the routing performance is the ability to select the next
hop nodes properly. Different mechanisms that analyze and model the relations
between nodes and mobility of nodes are utilized to be able to predict nodes’
future encounter patterns accurately and give reasonable forwarding decisions.
However, the behavior of mobile agents carrying the sensor nodes can be very
different depending on the type of agent (e.g., human, animal). Thus, efficient
routing algorithms in heterogeneous environments have still need to be studied.

e Most of the research results have been obtained through specific mobility model
based or real-trace driven simulations. There is a lack of real DTMSN testbeds
for real world evaluation of proposed systems. In such a testbed, there should be
heterogeneous nodes (static, mobile) and the number of nodes should be easily
updatable.
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