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Abstract—In semi-opportunistic mobile crowdsensing (SO-
MCS), workers are asked to provide the matching platform
with multiple paths they find acceptable between their starting
locations and destinations in order to alleviate the problem of
poor coverage in opportunistic MCS without forcing them to
take potentially much costly and hence undesirable paths as in
participatory MCS. While these alternative paths open up new
assignment possibilities between workers and tasks, they also make
it more challenging to find a stable or preference-aware task
assignment (TA), as they bring a new dimension to the TA problem
(i.e., workers/paths/tasks instead of workers/tasks as in previous
work), and introduce complex requirements to achieve stability by
satisfying user preferences. In this paper, we formally define the
stability conditions for three-dimensional task assignments in SO-
MCS, and propose two polynomial-time TA algorithms: an exact
algorithm for SO-MCS systems with uniform worker qualities, and
a c-approximate algorithm for general SO-MCS systems, where
c is the number of the acceptable paths of the worker with the
largest set of acceptable paths. Through extensive simulations, we
demonstrate that the proposed algorithms significantly outperform
the state-of-the-art TA algorithms in terms of stability (or user
happiness) in most scenarios.

Index Terms—Semi-opportunistic mobile crowdsensing, task
assignment, preference-awareness, stable matching.

I. INTRODUCTION

Mobile crowdsensing (MCS) aims to leverage the portable

devices of mobile users to cooperatively perform sensing

tasks [1]. There are two main sensing modes in MCS: (i)

participatory, and (ii) opportunistic. In the former, the MCS

platform assigns a path and some set of tasks on this path to

each worker in a way that maximizes the system utility. In the

latter, on the other hand, workers move on the paths of their

choosing, and can be assigned to perform a task only if the task

region resides on their paths. The key issue in the participatory

mode is that the paths assigned to workers are likely to disturb

their daily schedules and introduce significant additional travel

costs, whereas the opportunistic mode mainly suffers from the

issue of poor coverage, as a task cannot be carried out if its

region will not be visited in time by any worker in the system

during their self-defined trips.

To address these issues and find a middle ground between

the participatory and opportunistic modes, a new sensing mode,

namely semi-opportunistic, has been proposed recently [2]. In

this novel mode, workers provide the matching platform with

alternative paths (e.g., dashed lines in Fig. 1) they would be

willing to take within their comfort zones in addition to the

Opportunistic

Semi-Opportunistic

Participatory

Task

Fig. 1: Example paths of a user for different sensing modes.

path they would normally take. This yields a wider range of

task assignment options for both workers and tasks, and hence

not only improves the task coverage, but also expands the set

of tasks that workers can carry out, allowing them to increase

their profits by performing more tasks.

Besides the sensing mode, the performance metric used to

optimize the task assignments and the actual quality of the

assignments according to this metric have a major impact on

the success of the MCS campaign. Most of the existing studies

in the MCS literature adopt a system-level performance metric

(e.g., the number of completed tasks, the overall task quality).

However, the individual preferences of the users (i.e., workers

and task requesters) are generally not aligned with such system-

level metrics, thus the resulting task assignments may deter

their continuous participation in the MCS campaign. To resolve

this problem, some recent studies [3], [4] adopt a user-centric

approach, and seek to maximize the happiness of each user with

their assignment according to their preferences. This is typically

accomplished by producing a task assignment that ensures the

absence of worker-task requester pairs that prefer to be matched

with each other rather than their current partners.

This study is the first to examine the user-centric task as-

signment problem in a semi-opportunistic mobile crowdsensing

(SO-MCS) setting. The key challenge in this problem is to sat-

isfy the preferences of all users in a three-dimensional matching

setting, where each worker is to be matched with one of his

acceptable paths, and then with a set of tasks on this path. Thus,

the path and task assignments are strongly interdependent, and

must be compatible with each other. Besides, various factors

such as task rewards, worker qualities and the number of

tasks that workers can carry out on each of their paths (a

worker may choose to perform fewer tasks on a longer path)

need to be considered together to achieve a preference-aware

task assignment. Our main contributions in this paper can be

summarized as follows:
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• We provide a formal definition of the preference-aware

task assignment problem in an SO-MCS system.

• We show that a task assignment that satisfies all user

preferences does not exist in some instances.

• We design two different task assignment algorithms, and

prove their (near-)optimality for different settings.

• We carry out extensive simulations, and demonstrate the

superiority of our algorithms over the existing solutions.

The rest of the paper is structured as follows. In Section II,

we provide a summary of the related work. In Section III, we

describe the system model and formally define the preference-

aware task assignment problem. Then, we present our algo-

rithms along with their theoretical analysis in Section IV, and

their empirical analysis in Section V. Finally, in Section VI,

we provide our conclusions.

II. RELATED WORK

A. Task Assignment in MCS

In participatory MCS, since workers need to travel between

the task regions to perform the assigned tasks, a key factor

that shapes the task assignment process is the travel costs of

the workers. Thus, in most of the studies minimization of the

travel costs is aimed together with a second objective such

as maximizing the number of completed tasks with minimal

rewards [5], maximizing the total task quality [6], maintaining

a maximum traveling distance for workers [7], preserving the

privacy of users [8], and achieving an on-time arrival of the

workers to their own destinations [9].

On the other hand, in opportunistic MCS, the main objectives

are to maximize the coverage and to minimize the completion

times of the tasks due to the uncontrolled mobility (i.e., a

task can only be performed if its region resides on the route

of a worker). In [10], the authors introduce the problem of

maximizing the total task quality by recruiting workers with

high QoS scores within the budget constraint of the platform.

They prove the problem to be NP-hard, and propose an efficient

algorithm with an approximation ratio of 1 − (1/e). In [11],

the authors study the same problem, and present a heuristic

algorithm that outperforms the approximation algorithm in [10].

In [12]–[14], not only the completion of tasks but also the

delivery of sensed data is assumed to be carried out in an

opportunistic manner, and the optimization of both has been

studied considering various aspects. Uncertainty in worker tra-

jectories due to environmental (e.g., road/traffic conditions) and

personal factors (e.g., the trajectory of a taxi driver) have also

been considered in some studies, and solutions that maximize

task coverage [15] and minimize task completion times [16]

have been proposed.

There are a few very recent studies [2], [17] that look at the

task assignment problem in a hybrid system model to integrate

the advantages of participatory and opportunistic MCS. In [17],

the authors propose a two-phased task allocation process, where

opportunistic task assignment is followed by participatory task

assignment. The objective behind this design is to maximize the

number of tasks that are performed in an opportunistic manner,

which is much less costly compared to participatory MCS,

and then to ensure that the tasks that cannot be completed by

opportunistic workers are assigned to workers that are willing to

perform tasks in a participatory manner to alleviate the coverage

problem in opportunistic MCS. On the other hand, in [2], the

workers carry out the sensing tasks only in opportunistic mode,

but they provide the matching platform with multiple paths

that they would take if requested, instead of a single path as in

classic opportunistic MCS [10], [11]. This enables the platform

to find a matching with a high task coverage as illustrated

in Fig. 1. However, none of the studies mentioned thus far

considers the preferences of the workers and task requesters

in the assignment process, which may impair their long-term

participation in the MCS campaign.

B. Preference-aware Matching

Since its introduction by Gale and Shapley [18], stable or

preference-aware matching has been utilized in various real

world applications such as residency matching [19], channel

assignments in device-to-device [20] and V2X communica-

tions [21], and taxi dispatching [22]. A comprehensive list of

stable matching problems can be found in [23].

Three dimensional version of stable matching was introduced

by Knuth [24] by considering three sets of agents (e.g., woman,

man, dogs) and their preferences on the others. Later, several

variants that consider cyclic preference relations [25] as well

as one-dimensional preference lists over all individuals from

the other two sets [26] have also been studied. The three-

dimensional stable matching has also been considered in several

applications such as server-data source-user matching [27] in

video streaming services under restricted preference settings.

Since workers and task requesters in a typical MCS system

have preferences over each other to maximize their profits and

to have their tasks completed with the highest quality possible,

respectively, some recent studies have explored the issue of

preference-awareness in MCS as well. [28] and [4] study the

budget-constrained many-to-one and many-to-many stable task

assignment problems, which are proven to be NP-hard, and

propose efficient approximation algorithms. In [3], the authors

study the former problem under a weaker stability criteria con-

sidering minimum task quality requirements. [29] studies the

capacity-constrained many-to-many stable matching problem.

[30] considers the stability and the profit of the platform si-

multaneously, and aims to find maximum size task assignments

with minimum instability. Some other studies also consider

online [31] and coverage-aware stability [32]. However, all

of these studies focus on either participatory or opportunistic

sensing, thus have the aforementioned disadvantages of that

sensing mode. Moreover, they only consider a two-dimensional

(bipartite) stable matching between workers and task requesters.

There are some recent studies that consider three-

dimensional stability in spatial-crowdsourcing, however these

studies have a limited understanding of user preferences and

stability. For example, [33] only considers the preferences of

users on the potential places (where the task will be completed)

based on their proximity (i.e., workers and task requesters do



not have preferences over each other). On the other hand,

there are also studies [34], [35] that consider trichromatic

matching (i.e., matching of three items such as tasks, workers

and workplaces/PoIs) with some stability definitions. However,

these studies mainly focus on task scheduling within a deadline

without considering the matching stability based on user prefer-

ences, and aim to maximize the number of matched items. Our

problem is totally different from these studies as it is a many-

to-one, capacity-constrained three-dimensional stable matching

problem where only the nodes in two (i.e., workers, tasks) of

the three sets have preferences over each other depending on

the features of the nodes in the third set (i.e., acceptable paths

of workers) as explained in the next section.

III. SYSTEM MODEL

A. Assumptions

We assume a system model with a set of location-dependent

sensing tasks T = {t1, t2, . . . , tn} and a set of workers

W = {w1, w2, . . . , wm} that accept to perform tasks in a

semi-opportunistic setting. Each worker wi provides the service

provider (SP) with a set of paths Pi = {pi,1, pi,2, . . . , pi,ai
} that

he finds acceptable from his current location to his destination.

In each assignment period, it is the responsibility of SP to find a

satisfactory assignment between workers and tasks by matching

workers to one of their acceptable paths, and assigning a subset

of tasks on their selected paths.

Each path pi,j has a capacity ci,j associated with it, which

indicates the maximum number of tasks that worker wi is

willing to perform if he is assigned to path pi,j . The ability

to specify a capacity for each path enables workers to avoid

any unacceptable delays in their daily schedule by controlling

their sensing activity. Since acceptable paths of a worker

may have different conditions (e.g., traffic, security) that can

affect the comfort level of the worker for sensing, or may be

of different lengths, it is crucial to allow workers to assign

different capacities to their paths. For simplicity, we let the

path set Pi of each worker wi be in non-increasing order of

path capacities. That is, we have ci,j ≥ ci,j+1 for all j values

between 1 and ai − 1. Besides, if the region of task tk resides

on path pi,j (i.e., worker wi can perform task tk if he takes

path pi,j), we say tk is on pi,j and let

Ti,j = {tk : tk ∈ T and tk is on pi,j}. (1)

Our system model is also QoS-aware. That is, each worker

wi has a QoS score qi,j for each task tj , which specifies

the level of competence of worker wi for task tj , and can

be determined based on various factors such as quality of

the sensing equipment and trustworthiness or seniority of the

worker. Moreover, we look at the task assignment problem in

both uniform and general QoS settings [28]. In the uniform QoS

setting, each worker has a universal QoS score that applies for

all tasks, i.e., qi,j = qi,k for all 1 ≤ j, k ≤ n. On the other hand,

in the general QoS setting, a worker may have different QoS

scores for different tasks. For convenience, we simply call MCS

instances with uniform and general QoS settings as uniform and

general MCS instances, respectively.

Another important feature of our system model is that the

task assignments are optimized with respect to the preferences

of workers and tasks, which is called preference-awareness.

Each task (requester) tj would like to be matched with a worker

with a high QoS score, thus prefers worker wi to all workers

with a QoS score smaller than qi,j . Then, we can define the

preference list Lt
j of task tj for the general QoS setting as

follows:

Lt
j = wσ1

, wσ2
, . . . , wσk

where qσi,j ≥ qσi+1,j . (2)

Note that Lt
j may not contain all workers if tj finds some

workers unacceptable (e.g., workers with a QoS score smaller

than a certain value). In the uniform QoS setting, assuming L̂t
j

is the preference list formed for task tj according to (2) without

leaving out any worker (i.e., |L̂t
j | = m), we can define a global

preference list LT for tasks as follows:

LT = L̂t
1 = L̂t

2 = · · · = L̂t
n. (3)

On the other hand, the requester of each task tj offers a

monetary reward of rj,i to each worker wi to encourage worker

participation. As rational individuals, the workers in our system

aim to maximize their profits. Thus, the preference list Lw
i of

worker wi can be formed as:

Lw
i = tσ1

, tσ2
, . . . , tσk

where rσi,i ≥ rσi+1,i. (4)

The preference list of a worker also does not need to contain

all tasks in the system. Given a worker-task pair (wi, tj), if

wi ̸∈ Lt
j and tj ∈ Lw

i , we remove tj from Lw
i as worker wi is

not an acceptable partner for task tj . Similarly, if tj ̸∈ Lw
i and

wi ∈ Lt
j , we remove wi from Lt

j .

We let M denote a feasible three-dimensional matching

(task assignment) in our system model. For each worker wi,

M(wi) = (A, pi,j) denotes the assignment of worker wi in this

matching, where pi,j is the path selected for worker wi and A
is the set of tasks that are assigned to worker wi through path

pi,j . To be a feasible assignment, A and pi,j must satisfy the

following conditions:

• capacity constraint: |A| ≤ ci,j ,

• acceptability constraint: A ⊆ Lw
i ,

• regional constraint: A ⊆ Ti,j .

On the other hand, the assignment of each task tk in this

matching is denoted by M(tk) = (wi, pi,j), where wi is the

worker that is assigned to perform task tk and pi,j is the path

that is selected for worker wi. The following conditions must

be satisfied for feasibility:

• acceptability constraint: wi ∈ Lt
k.

• regional constraint: tk ∈ Ti,j ,

If a user (worker or task) v is left unmatched in M, we let

M(v) = (∅,−). Also, given the assignment M(v) = (X,Y )
of user v, we let Mu(v) and Mp(v) denote X and Y ,

respectively.
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𝑟3,1 = 2𝑟3,2 = 2
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∅𝑤1, 𝑝1,1, 𝑡1𝑤1, 𝑝1,2, 𝑡2𝑤1, 𝑝1,2, 𝑡3𝑤2, 𝑝2,1, 𝑡2𝑤2, 𝑝2,2, 𝑡3

Fig. 2: An MCS instance for which no stable matching exists.

There is an edge from a path pi,j to a task tk if tk ∈ Ti,j .

B. Problem Statement

Our main objective in this study is to find a preference-aware,

feasible matching according to our system model where the

users are happy with their assignments according to their pref-

erences. Below, we give the necessary definitions to formally

evaluate the happiness of the users with a matching.

Definition 1 (Unhappy triad). Given a matchingM, worker wi,

path pi,j and a set S of tasks form an unhappy triad denoted

by ⟨wi, pi,j , S⟩ if

• S is an acceptable assignment for wi, i.e.,

1 ≤ |S| ≤ ci,j , S ⊆ Lw
i , and S ⊆ Ti,j , (5)

• wi is an acceptable assignment for each tk ∈ S, i.e.,

wi ∈ Lt
k and tk ∈ Ti,j , (6)

• each task tk ∈ S either prefers worker wi to their current

assignment wh in M, i.e.,

qi,k > qh,k where qh,k = 0 if wh = ∅, (7)

or is already assigned to worker wi, i.e., Mu(tk) = wi.

• worker wi prefers the task set S to his current assignment

in M, i.e.,
∑

th∈S

rh,i >
∑

tk∈Mu(wi)

rk,i, (8)

Thus, given an unhappy triad ⟨wi, pi,j , S⟩, we see from the

first two conditions that it is possible to assign the tasks in

the set S to worker wi through path pi,j without violating any

feasibility constraints, and see from the last two conditions that

this would make at least one task in S and worker wi strictly

better off without making any task in S worse off.

Definition 2 (3D-Stable matching). A matching is said to be

stable if it does not contain any unhappy triads.

In order for a matching to be perfect in terms of preference-

awareness, it should be stable. However, as we prove in the

following theorem, it is not possible to construct a stable

matching in all MCS instances.
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Fig. 3: Proof of Theorem 2. All possible matchings for the

instance in Fig. 2 are shown with boxes. There is an edge k
from matching (box) Mi to matching Mj , if k is an unhappy

triad in Mi due to a more favorable assignment in Mj .

Theorem 1. There exist MCS instances with a general QoS

setting, in which all feasible matchings are unstable (i.e.,

contain at least one unhappy triad).

Proof. We prove it by showing such an instance, which is

illustrated in Fig. 2. There are 11 possible task assignments

in this instance, and, as shown in Fig. 3, every one of them

contains at least one unhappy triad. Thus, no stable matching

exists for this instance, which completes our proof.

On the other hand, a stable matching always exists in the

uniform MCS instances, which we will prove in the following

section by giving an algorithm that produces a stable matching

for such instances.

Due to the nonexistence of stable matchings in general MCS

systems, we formulate our objective function as:

maximize min
x∈U(M)

1

δx
, (9)

where U(M) denotes the set of unhappy triads in the produced

matchingM, and δx denotes the dissatisfaction ratio of a given

unhappy triad x = ⟨wi, pi,j , S⟩, which is computed by

δx =

∑
th∈S rh,i∑

tk∈Mu(wi)
rk,i

, (10)

(where δx = ∞ if Mu(wi) = ∅). So, the dissatisfaction

ratio of x quantifies the utility difference between the current

matching and the matching, in which worker w and the unhappy

tasks in S are matched with each other, and do not form an

unhappy triad. Consequently, our goal is to optimize the worst-

case performance by minimizing the maximum dissatisfaction

ratio in the final matching.

Definition 3 (α-stable matching). A matching M is said to be

α-stable if

max
x∈U(M)

δx ≤ α. (11)

Note that a perfectly stable matching is 1-stable, and larger

α values indicate worse task assignments in terms of user

happiness. For the α-stability, we have the following lower

bound, which may not be tight.



TABLE I: Key notations.

Notation Description

W , T Set of workers and tasks, respectively

m, n Number of workers and tasks, respectively

Pi Set of acceptable paths of worker wi

ai Number of acceptable paths of worker wi

ci,j Capacity of path pi,j
Ti,j Set of tasks that reside on path pi,j
qi,j QoS of worker wi for task tj
rj,i Reward offered to worker wi for task tj
Lt
j Preference list of task tj

LT Global preference list of tasks in uniform systems

Lw
i Preference list of worker wi

M A feasible matching (task assignment)

M(v) Assignment of worker/task v in M

Mu(wi) Set of tasks assigned to worker wi in M

Mp(wi) Path selected for worker wi in M

Mu(tj) Worker assigned to task tj in M

Mp(tj) Path selected for the partner of task tj in M

δx Dissatisfaction ratio of unhappy triad x

U(M) Set of unhappy triads in M

Theorem 2. There exist MCS instances with a general QoS

setting, which do not admit any α-stable matching for α < p̂,

where p̂ ≈ 1.325 is the plastic number [36].

Proof. We prove this on a slightly modified version of the MCS

instance given in Fig. 2, in which the task rewards are set as

r1,1 = r1,2 = p̂2, r2,1 = r2,2 = p̂, and r3,1 = r3,2 = 1. This

instance has exactly the same set of possible matchings and

unhappy triads as the original instance, which are illustrated

in Fig. 3. Since the powers of the plastic number satisfy the

equation p̂k+3 = p̂k+1 + p̂k, the ratio between the total reward

of any feasible two task sets for both workers is guaranteed

to be at least p̂, which means if a worker is unhappy, his

dissatisfaction ratio will be at least p̂. In fact, the maximum

dissatisfaction ratio in these matchings are as follows: ∞ for

M[1..5],M9,M10; p̂3 for M6; and p̂ for M7,M8,M11. This

completes our proof, as the α-stability of all possible matchings

in this instance is at least p̂.

A summary of the notations used throughout the paper is

presented in Table I.

IV. PROPOSED SOLUTION

In this section, we first present an algorithm that finds

stable matchings in uniform MCS instances. Then, we consider

general MCS instances where stable matchings may not exist,

and propose an approximation algorithm that finds near-optimal

matchings in terms of stability.

A. Stable Task Assignment in Uniform MCS Systems

In Algorithm 1, we describe our algorithm that finds stable

matchings in uniform systems. In line 1, we initialize the

matchingM. Then, we form the global preference list of tasks

according to (3) in line 2. In the for loop starting at line 3, we

iterate the workers in LT from beginning to end, and find an

assignment for the ith worker (wh) in LT in the ith iteration.

To this end, we first form the preference list Lw
h of worker wh

in line 5. Then, in the for loop starting at line 7, we find the

Algorithm 1: UniformSTA (W , T )

Input: W: Set of workers, T : Set of tasks

1 let M(u) = (∅,−) for all u ∈ W ∪ T
2 form LT by (3)

3 for i← 1 to m do

4 let wh be the ith worker in LT

5 form Lw
h by (4)

6 A← {}, s← 0, r ← 0
7 for j ← 1 to ah do

8 A′ ← {}, s′ ← 0
9 for l← 1 to |Lw

h | do

10 let tk be the lth task in Lw
h

11 if tk ∈ Th,j and Mu(tk) = ∅ then

12 append tk to A′

13 s′ ← s′ + rk,h

14 if |A′| = ch,j then

15 break

16 if s′ > s then

17 A← A′, s← s′, r ← j

18 M(wh)← (A, ph,r)
19 foreach t ∈ A do

20 M(t)← (wh, ph,r)

21 return M

best feasible task set A′ for each of his acceptable paths ph,j
among the tasks that have not been matched yet. To find the

best task set for ph,j , we iterate the preference list of worker

wh in the for loop in lines 9-15, and add the tasks that are

on path ph,j and currently unmatched (line 11) to A′ until we

reach the capacity limit ch,j of path ph,j (line 14). We keep the

best task set found so far in A, the index of the corresponding

path in r, and the sum of the rewards offered to worker wh by

the tasks in A in s (line 17). Finally, we match the tasks in A
and worker wh with each other (lines 18-20).

Theorem 3. Algorithm 1 always produces a stable matching

for uniform MCS instances.

Proof. We prove this by contradiction. Assume the final match-

ing contains an unhappy triad ⟨wh, ph,j , S⟩. Let T ′
i denote the

set of tasks that are unmatched in the beginning of the ith
iteration of the for loop starting at line 3, so we have T ′

1 = T .

Also, let wh be the kth worker in LT , i.e., the worker that is

considered in the kth iteration. We first note that T \ T ′
k is the

set of tasks that have been matched before the kth iteration,

and

S ∩ (T \ T ′
k) = ∅. (12)

That is, S cannot contain any task that was matched before

the kth iteration, because all tasks that were matched before

the kth iteration were matched to a worker that precedes the

worker wh in LT . Therefore, the QoS scores of their partners

must be equal to or greater than the QoS score of wh due to



(2) and (3), which contradicts the unhappy triad definition due

to (7). Then, by (12), we have S ⊆ T ′
k, i.e., all tasks in S were

unmatched in the beginning of the kth iteration. However, we

match worker wh with the best feasible task set in T ′
k, thus we

have
∑

tx∈Mu(wh)

rx,h ≥
∑

ty∈S

ry,h. (13)

This also contradicts the unhappy triad definition due to (8),

hence we conclude that such an unhappy triad cannot exist in

the matching produced by Algorithm 1.

As a result of Theorem 3, we obtain the following corollary.

Corollary 1. A stable matching always exists in all MCS

instances with a uniform QoS setting.

Running time. Forming the global preference list of tasks LT

in line 2 takes O(m logm) time. In each iteration of the for

loop starting at line 3, we form the preference list of a worker

(line 5) and iterate it once for each of his acceptable paths (lines

7-17), which respectively take O(n log n) and O(namax) time,

where amax = max1≤i≤m ai. Thus, the overall time complexity

of Algorithm 1 is O(mnamax +mn log n+m logm).

B. Stable Task Assignment in General MCS Systems

In Algorithm 2, we present a pseudo-code description of

our approximation algorithm for general MCS systems. In

this algorithm, we attempt to match the tasks with their best

preferences, but when we need to choose between the tasks

that want to be matched with a worker due to the capacity or

regional constraint (i.e., when we reach the capacity limit, or

have tasks that are on different acceptable paths of the worker

and hence cannot be matched to the worker at the same time),

we choose a subset of these tasks that, though may not be

optimal locally, have the best potential to yield the maximum

total reward for the worker in the end based on the rewards

they individually provide to the worker and the capacity of the

corresponding path of the worker. Below, we first describe the

steps of the algorithm, and then prove that it produces near-

optimal matchings in terms of stability.

The algorithm begins by initializing the matchingM in line

1, and three key variables xi, σi and indexk for each worker

wi and task tk in lines 2-3. The variable σi keeps the value

of the total reward to be obtained by worker wi in the current

matching, and xi keeps the value of rk,i× ci,j for each worker

wi, where rk,i is the reward offered to worker wi by the task

(tk) that has the maximum reward among the tasks that are

currently matched to worker wi, and ci,j is the capacity of the

path pi,j currently selected for worker wi. Thus, both xi and

σi are initialized to 0 in line 2. The variable indexk keeps the

index of the first worker in Lt
k that was not yet attempted to

be matched to task tk, so it is initially set to 1 for all tasks.

During execution of the algorithm, all tasks that are currently

unmatched and are not yet attempted to be matched to all

workers in their preference lists, i.e.,

∀tk ∈ T :Mu(tk) = ∅ and indexk ≤ |L
t
k|, (14)

Algorithm 2: GeneralSTA (W , T )

Input: W: Set of workers, T : Set of tasks

1 let M(u) = (∅,−) for all u ∈ W ∪ T
2 let xi = σi = 0 for all 1 ≤ i ≤ m
3 let indexk = 1 for all 1 ≤ k ≤ n
4 Stack.push(T )

5 while Stack is not empty do

6 tk ← Stack.pop()

7 if indexk ≤ |L
t
k| then

8 let wi be the (indexk)th worker in Lk

9 indexk ← indexk + 1
10 A← {}, R← {}, r ← 0
11 for j ← 1 to ai do

12 if tk ̸∈ Ti,j then

13 continue

14 A′ ← {}, R′ ← {}, σ′ ← 0
15 for l← 1 to |Mu(wi)| do

16 let th be the lth task in Mu(wi)
17 if th ∈ Ti,j and |A′| < ci,j then

18 append th to A′

19 σ′ ← σ′ + rh,i
20 else

21 append th to R′

22 insert tk into A′ by maintaining

non-increasing order of task rewards

23 σ′ ← σ′ + rk,i
24 if |A′| > ci,j then

25 let th be the last task in A
26 remove th from A′

27 append th to R′

28 σ′ ← σ′ − rh,i

29 let th be the first task in A′

30 if rh,i × ci,j > xi then

31 xi ← rh,i × ci,j
32 A← A′, R← R′, σi ← σ′, r ← j
33 else if rh,i × ci,j = xi and σ′ > σi then

34 A← A′, R← R′, σi ← σ′, r ← j

35 if |A| > 0 then

36 M(wi)← (A, pi,r)
37 foreach t ∈ A do

38 M(t)← (wi, pi,r)

39 foreach t ∈ R do

40 M(t)← (∅,−)
41 Stack.push(t)

42 else

43 Stack.push(tk)

44 return M

reside in a stack that is initialized in line 4. In the while loop

starting in line 5, we attempt to match one (tk) of the tasks in



the stack with the next worker (wi) in its preference list (Lt
k)

until there is no task left in the stack. When we attempt to

match task tk to worker wi, we check each of the acceptable

paths of worker wi in non-increasing order of path capacities

(i.e., pi,1, pi,2, .., pi,ai
) in the for loop starting in line 11. During

this process, we respectively maintain the task set and the path

that we would like to assign to worker wi after checking each

path in the variables A and r, and maintain the set of tasks that

are currently matched to worker wi, but need to be removed

from his assignment set for worker wi to be able to match

with A in the variable R. For each path pi,j : tk ∈ Ti,j (lines

12-13), we first find the best task set A′ among the tasks in

Mu(wi)∪{tk} within the capacity constraint of pi,j (lines 14-

28), and then choose the task set A′ over the task set A (and

update the variables A,R, σi and r accordingly) if one of the

following two conditions is satisfied:

• (lines 30-32) xi increases (regardless of the change in the

total reward σi to be collected by worker wi),

• (lines 33-34) xi remains unchanged, but the value of σi

increases.

Finally, in lines 35-43, if A is non-empty, we match worker wi

and the tasks in A with each other, set the tasks in R free, and

push them back onto the stack. Otherwise, we only push task

tk onto the stack.

Theorem 4. Algorithm 2 always produces a κ-stable matching

for a general MCS instance, where κ is the maximum path

capacity in the instance, i.e.,

κ = max
1≤i≤m
1≤j≤ai

ci,j . (15)

Proof. We prove this by contradiction as well. Assume that

there is a unhappy triad ⟨wi, pi,j , S⟩ in the final matching M
produced by the algorithm, which breaks the κ-stability of the

matching. Thus, we must have

∑

tx∈Mu(wi)

rx,i × κ <
∑

ty∈S

ry,i. (16)

We first note that all tasks in S must have been attempted to

be matched to worker wi at some point during the execution

of the algorithm, because, by definition of unhappy triad (7),

they must either currently be matched to worker wi, or prefer

worker wi to their current assignments in M. The latter case

indicates that worker wi precedes their current assignments in

their preference lists (line 8), thus they have been attempted to

matched worker wi before they ended up getting matched with

their current assignments.

We then note that every time a task that would increase the

value of xi (line 30) is being attempted to match to worker

wi, it will certainly be matched to worker wi in that iteration,

and increase xi (line 31), which will have the maximum value

possible in the end. Thus, we have

∀te ∈ E : xi ≥ re,i × max
1≤h≤ai

ci,h, (17)

where E is the set of tasks that were attempted to matched to

worker wi during the execution of the algorithm. Since S ⊆ E,

we have
∀ts ∈ S : xi ≥ rs,i × max

1≤h≤ai

ci,h,

≥ rs,i × ci,j .
(18)

Recall that xi = rm,i × ci,g , where (i) rm,i is the reward of

task tm ∈ Mu(wi), which has the highest reward among the

tasks in Mu(wi), and ci,g is the capacity of pi,g =Mp(wi).
Then, by (18), we get

∀ts ∈ S : rm,i × ci,g ≥ rs,i × ci,j . (19)

For the condition in (16) to hold, we must have
∑

tx∈Mu(wi)

rx,i ×max{ci,g, ci,j} <
∑

ty∈S

ry,i, (20)

because max{ci,g, ci,j} ≤ κ. If ci,g > ci,j , we would have
∑

tx∈Mu(wi)

rx,i × ci,g <
∑

ty∈S

ry,i (21a)

rm,i × ci,g <
∑

ty∈S

ry,i (by (i)) (21b)

∀ts ∈ S : rs,i × ci,j <
∑

ty∈S

ry,i (by (19)). (21c)

For the task ts′ with the highest reward in S, (21c) yields

rs′,i × ci,j <
∑

ty∈S

ry,i, (22)

which is a contradiction as S cannot contain more than ci,j
tasks due to the capacity constraint of path pi,j .

On the other hand, if (ii) ci,g ≤ ci,j , we would have
∑

tx∈Mu(wi)

rx,i × ci,j <
∑

ty∈S

ry,i (23a)

rm,i × ci,j <
∑

ty∈S

ry,i (by (i)) (23b)

rm,i × ci,g <
∑

ty∈S

ry,i (by (ii)) (23c)

which also leads to a contradiction as (23c) is identical to (21b).

Therefore, we conclude that there cannot exist any unhappy

triad that violates κ-stability in the matching produced by

Algorithm 2, and it is always κ-stable.

Running time. Algorithm 2 requires to form only the prefer-

ence lists of the tasks, which takes O(nm logm) time. During

the execution of the algorithm, each task tk can be pushed on

the stack at most |Lt
k| ≤ m times, so the while loop starting

in line 5 will iterate O(mn) times. The for loop starting in

line 11 will iterate at most amax = max1≤i≤m ai times, and the

most expensive operation in it is the for loop starting in line

15, which can iterate at most cmax = max1≤i≤m,1≤j≤ai
ci,j

times, as the size of the assignment set of a worker cannot

be larger than the maximum path capacity cmax in the in-

stance. Thus, the worst-case running time of Algorithm 2 is

O(nm logm+ nmcmaxamax).
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Fig. 4: Performance of algorithms with varying task counts in uniform MCS (m=30).
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Fig. 5: Performance of algorithms with varying worker counts in uniform MCS (n=100).

V. SIMULATION RESULTS

In this section, we present the empirical evaluation of the

proposed algorithms.

A. Data set

For our simulations, we generate an SO-MCS instance in

a real environment as follows. We randomly select n places

of interest (PoI) in Lower Manhattan from the PoI list [37]

provided by the City of New York, and create a task at each of

these places. For each (wi) of m workers in the instance, we

randomly select two PoIs that are [2-4] kilometers away from

each other from the same PoI set, and use these as their starting

points and destinations. We then get ai ∼ U{4, 6} different

routes between these two PoIs using the Google’s Directions

API [38]. We obtain the best (shortest) path of wi, which has

the maximum capacity ci,1 ∼ U{3, 5}, by requesting a direct

route, and obtain the remaining paths by requesting a route

with a waypoint at one of the PoIs located in the smallest circle

that encloses the bird-eye route between the starting point and

destination. The capacity of each pi,j of the latter paths is set

as ci,1 − ⌊d/300⌋, where d is the route length difference (in

meters) between pi,1 and pi,j . For each task-path pair (tk, pi,j),
we add tk to Ti,j if and only if tk is within 50 meters of any

point on pi,j . Lastly, to create a uniform instance, we assign

a global QoS score qi ∼ U{50, 100} to each worker, and let

qi,j = qi, ∀tj ∈ T . On the other hand, to create a general

(non-uniform) instance, we simply let qi,j ∼ U{50, 100} for

all worker-task pairs (wi, tj). Task requesters are assumed to

be offering rewards proportional to the QoS they will get from

each worker, thus we let rj,i = qi,j × bj , where bj ∼ U(0.2, 1)
is the reward to QoS ratio of task tj .

B. Benchmark algorithms

We compare the proposed algorithms (i.e., UniformSTA and

GeneralSTA) with the following algorithms.

• OprtSTA: This algorithm finds the optimal solution in

terms of stability in opportunistic MCS systems. We

transform our semi-opportunistic instances to opportunistic

ones by only considering the shortest path of each worker

(which has the largest capacity). In the resulting instance,

a stable matching can be found by the classic Gale-

Shapley [18] algorithm in O(mn) time.

• LPR-QoS [2]: This algorithm uses the linear programming

relaxation (LPR) technique, and finds a task assignment

for SO-MCS systems based on the solution of the relaxed

version of the integer program that maximizes the total

QoS of the workers assigned to the tasks. We use Google

OR-Tools1 to implement this algorithm.

C. Performance metrics

• User happiness ratio: The ratio of the number of triads

that are not unhappy to the total number of triads that can

be matched in any feasible matching.

• Worst-case user happiness: This is the value of the ob-

jective function defined in (9), i.e., the α-stability of the

produced matching.

• Average-case user happiness: This is computed by∑
wi∈W(1/δimax)/m, where δimax is the dissatisfaction ratio

of the unhappy triad that causes the largest utility loss for

worker wi (δimax = 1 if wi does not form any unhappy

triads).

We also analyze the average QoS provided to task requesters

and the running times of the algorithms.

1https://developers.google.com/optimization
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Fig. 6: Performance of algorithms with varying task counts in general MCS (m=30).
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Fig. 7: Performance of algorithms with varying worker counts in general MCS (n=100).
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Fig. 8: User happiness (n=80, m=30) with varying path counts (a) and capacities (b), and running times of algorithms (c).

D. Results

We first look at the performance of the algorithms in the

uniform instances with varying numbers of tasks (Fig. 4) and

workers (Fig. 5). As expected (due to Theorem 3), our Uniform-

STA algorithm always achieves perfect user happiness scores,

and greatly outperforms the benchmark algorithms. Moreover,

it achieves to deliver a comparable average QoS score with

the LPR-QoS algorithm. On the other hand, the OprtSTA

algorithm mostly produces task assignments with the lowest

user happiness scores, despite considering the user preferences

during the matching process. This is because it disregards the

alternative paths of workers along with the additional matching

options they provide, and thus demonstrates the advantage of

semi-opportunistic sensing over opportunistic sensing.

In Fig. 6 & 7, we look at the results on the general (non-

uniform) MCS instances, which clearly show the superiority

of our GeneralSTA algorithm over the other algorithms in

terms of user happiness, particularly in terms of worst-case user

happiness. On the other hand, in this setting, our algorithm pro-

vides slightly lower average quality of sensing than LPR-QoS

algorithm. Also, in both uniform and general MCS instances,

the QoS scores of all algorithms generally grow with increasing

worker density, as tasks are more likely to get assigned to a

worker when there is a larger number of workers in the instance.

Next, we analyze the performance of the algorithms with

varying ranges of alternative path counts (ai − 1) and path

capacities (ci,1) in Fig. 8a and Fig. 8b, respectively. We observe

that our GeneralSTA algorithm generally has a stable perfor-

mance, and maintains its superiority in terms of user happiness

regardless of the changes in these parameters. The performance

of the OprtSTA algorithm is usually worse when workers have

more alternative paths (and a higher task performing capacity

on these paths), because, in these scenarios, the OprtSTA

algorithm ends up failing to take advantage of a larger number

of assignment possibilities created by alternative paths.

Finally, in Fig. 8c, we present the running times of the

algorithms on uniform instances (this is to show the results for

all four algorithms) with different worker-task counts. We note

that the LPR-QoS algorithm has an excessive running time,

which is a few orders of magnitude larger than that of the

other algorithms. On the other hand, the OprtSTA algorithm

has the shortest running time despite its poor performance in



terms of user happiness and average QoS in most settings.

Lastly, our algorithms have a comparable running time, with

the GeneralSTA algorithm being slightly faster.

VI. CONCLUSION

In this paper, we have introduced the preference-aware task

assignment problem in a semi-opportunistic mobile crowdsens-

ing setting. We have formally defined the requirements for

preference-awareness (or user happiness) and shown that it

is not possible to generate a perfectly preference-aware task

assignment that satisfies all users in some instances. We have

studied the problem in a system model with uniform worker

qualities as well as in a non-restricted model, and presented

an exact and an approximation task assignment algorithm,

both with a polynomial-time complexity, for these models,

respectively. Results of the simulations have shown that the

proposed algorithms achieve to produce task assignments with

significantly larger user happiness scores compared to the

benchmark algorithms. In future work, we will investigate the

user-centric task assignment problem in a system model that

allows different workers to adopt different sensing modes.
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