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Abstract—WiFi sensing technology has emerged as a promis-
ing technology for activity recognition, leveraging the Channel
State Information (CSI) to capture fine-grained movement
details. However, the difficulty and scarcity in collecting the
required training CSI data with variations hinder the develop-
ment and deployment of practical WiFi sensing systems in dif-
ferent settings. This paper presents MockiFi, a novel system that
learns WiFi CSI data transformations across different activities
of known individuals and generates CSI data for the activities
of new individuals using their base activity CSI data and by
mimicking transformations learned from known individuals.
Our approach employs a Conditional Neural Process (CNP)
to synthesize realistic activity patterns through the learning of
pattern transitions using a cosine similarity-based loss function.
The effectiveness of our approach is validated through extensive
experiments, achieving a high cosine similarity score between
the generated and real activity data, indicating the precision
and reliability of the generated action fingerprints. We also
show that a classifier trained on synthetic data of a new person
can successfully recognize their actual activities, demonstrating
zero-shot learning capabilities. These results show that MockiFi
can help develop customized WiFi sensing systems without the
need for collecting excessive new training data, and thus can
facilitate their practical usage.

Index Terms—WiFi sensing, synthetic data, data augmenta-
tion, human activity recognition, zero-shot learning.

I. INTRODUCTION

The growing capabilities of wireless technologies have
paved the way for WiFi sensing as a practical solution
for human activity recognition (HAR) [1]. Unlike wearable
sensors [2] and vision-based systems [3], WiFi sensing offers
a seamless, non-intrusive, and privacy-preserving alternative
for HAR through leveraging the Channel State Information
(CSI) to detect fine-grained body movements.

WiFi CSI captures detailed changes in wireless signals
as they travel from a transmitter to a receiver, reflecting
the unique characteristics of the propagation environment.
By analyzing subtle variations in wireless signals caused
by body movements, CSI enables accurate detection and
classification of human activities in WiFi sensing.

While CSI-based systems are promising, they face sig-
nificant challenges in scalability due to the person- and
temporal-specific [4] variations. Collecting diverse training
samples for every new user or setting is often costly and im-
practical. The former refers to the differences in CSI patterns
when different individuals perform the same activity, as each
person’s physical characteristics and movement style can
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Fig. 1: Learning CSI transformations across the activities
(e.g., walking, running, and crawling) of known users (i.e.,
Person A and B) can help obtain the CSI fingerprint of
activities of a new person (Person C) from a based activity.

alter the signal in unique ways. On the other hand, temporal
effects encompass the variations in CSI data when the same
individual performs an activity multiple times, potentially
under changing environmental conditions or at different time
intervals. These issues hinder the deployment of robust and
generalizable WiFi sensing systems.

To tackle these challenges and develop a generalized
solution, several approaches have been studied recently.
These approaches leverage principles from zero-shot [5] or
few-shot learning [6], [7], transfer learning [8], federated
learning [9], generative adversarial networks (GANs) [10]
and variational auto encoders (VAE) [11]. However, these
systems either use one or a few samples from the unknown
activities of people or use some additional information (e.g.,
text semantics) to relate the unknown activities to known
activities (e.g., running is a faster version of walking [12]).

In this paper, we present MockiFi, a novel zero-shot learn-
ing framework that generates synthetic CSI data for unseen
activities of new individuals. By learning transformation
patterns between activities from known users, as illustrated
in Fig. 1, MockiFi uses a context-aware Conditional Neural
Process (CNP) to simulate realistic CSI for unknown cases
using just a base activity. Experimental results show that
models trained on MockiFi-generated data perform compara-
bly to those trained on real data, enabling scalable and user-
adaptive WiFi sensing systems with minimal data collection
overhead.

The rest of the paper is organized as follows. We provide
a background on WiFi sensing and discuss related works in
Section II. In Section III, we present our targeted problem
and the details of the proposed MockiFi system. We evaluate
the proposed system through experiments in Section IV.
Finally, in Section V, we provide some future directions and
concluding remarks for this study.
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II. PRELIMINARIES

A. WiFi Sensing and CSI

WiFi sensing method utilizes CSI data over the WiFi
subcarriers [1], [13]. The CSI matrix is formed with the
sum of multiple paths that the signal propagates between a
transmitter and a receiver and it is formulated as:

H(t) =

N∑
i=1

αi(t)e
−j2πf di(t)

c

where N represents the number of paths, di(t) denotes the
length of the i-th path, αi(t) is the complex variable that
consists of the phase and amplitude attenuation information,
f is the carrier frequency, and c is the speed of light. The
CSI data is a complex number from which we can extract
amplitude and phase values, which are then used to train
a machine learning model to learn the unique fingerprints
of targeted classes. This process can also require some pre-
processing steps such as smoothing and anomaly removal,
as well as calibration and offset removal in particular for
phase values [14].

In this study, we use ESP32 microcontrollers as TX
and RX devices to setup our system and use ESP32-CSI-
tool [15], [16] to extract the CSI data from the receiver.
We then extract and use only the amplitude values over
subcarriers to develop the proposed system.

B. Related Work

WiFi sensing has been extensively studied in various
applications including but not limited to localization [17],
human activity and gesture recognition [18], occupancy
monitoring [19], security [20] and health sensing [21]. In
this part, we provide an overview of the most related studies
to our work in this paper.
CSI Data Augmentation: Augmentation of training data
can help increase the accuracy and efficiency of a machine
learning model by providing a variety to training data. This
is widely applied for image data, but in recent studies [22]–
[25], we also see augmentation techniques for CSI data.
Most of these techniques are borrowed from computer vision
domain thus CSI data is first converted to spectrogram im-
ages for proper application of these techniques. Leveraging
the principles of zero-shot [5] and few-shot learning [6],
synthetic CSI samples are also generated to reduce the
volume of the real data needed to train models. This is
achieved usually by leveraging additional information such
as the word and attribute embeddings from the text domain
as it is utilized in [12]. Some other studies have also used
GANs [26] or their variants (e.g., conditional GAN [27])
to generate synthetic CSI data. In another approach [28],
analysis from online videos of human activities are utilized
to teach human activity sensing capabilities without any field
measurements.
Conditional Neural Process: Conditional Neural Process
(CNP) [29] is a family of neural models structured as

neural networks but inspired by the flexibility of stochastic
processes, allowing them to make accurate predictions from
a handful of training data points while scaling to complex
functions and large datasets. In contrast to other generative
models such as VAE and GAN, CNP can perform both
as a classifier [30] and a generative [31] model with the
proper given context. Such context-aware [32], [33] systems
are proven to be less resource exhaustive in generating
synthetic data for computer vision [31] as well as in natural
language processing [33]. Contrastive [34] and evidential
[35] variations of CNP show that we can design encoders
and decoders to satisfy classification or data augmentation
needs. The contextual awareness and the advantage of CNP
upon VAE and GAN with WiFi CSI data inspire our work.
Latent Space: Latent space represents a compressed, lower-
dimensional embedding of complex data, enabling gener-
ative models, like VAEs and GANs, to learn meaningful
representations by mapping high-dimensional inputs to a
continuous, semantically structured space [36]. While widely
applied in computer vision [37] and natural language pro-
cessing [38] for generating novel content, the potential
of latent space exploration remains largely untapped for
WiFi CSI data, presenting a promising frontier for signal
processing and generative modeling [39].
Contributions: Unlike prior work, this study focuses on
learning activity-to-activity transformations from known in-
dividuals and applying them to generate unseen activity CSI
data for new users using only a base activity. By leveraging
a context-aware Conditional Neural Process (CNP), MockiFi
enables zero-shot generation of activity fingerprints, offering
a novel and practical method for synthetic CSI data gener-
ation in WiFi-based human activity recognition.

III. PROPOSED SYSTEM

To generate unseen activity CSI for a person, our system
uses a known base action and transformation patterns learned
from others. Assuming action transitions are consistent
across individuals, we formulate the problem and present
the implementation.

A. Problem Statement

Given a set of persons P and actions A, let px ∈ P
perform actions ai, aj ∈ A, and py ∈ P perform only
ai. Our goal is to generate pyaj , the CSI fingerprint of py
performing aj , even though pyaj is completely unknown —
a zero-shot scenario.

We assume that transitions between actions are consistent
across individuals. Thus,

pyaj ♦ pyai ∼ pxaj ♦ pxai

or, pyaj ∼ pxaj ♦ pxai ♦
′ pyai

(1)

Leveraging this relationship, a generative model can learn
the transformation ♦ from px’s activities and apply it to pyai
via ♦′ to synthesize pyaj .
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B. Data Augmentation Approach

1) Preprocessing: Following [13], we use only CSI am-
plitudes, the most common feature in WiFi sensing. To
denoise, we apply the Hampel filter and a moving average
across non-null subcarriers from our ESP32 device. We then
apply PCA to extract major components and use sliding win-
dows of size w over each component, enhancing temporal
resolution and increasing the dataset size by a factor of w.
These steps are uniformly applied to both generative and
classifier models.

2) Normalization in Latent Space Using Loss Functions:
We train the Conditional Neural Process (CNP) model, fθ,
using the triplet of actions described in Eq. 1, learning a
latent representation ~u aligned with the target ~v of pyaj . A
hypothetical presentation of the latent spaces for the four
mentioned CSI sets is shown in Fig. 2a. The overlapping
regions represent the confusion of the classifier between
the two persons and between the two actions. The tentative
latent vectors can be extrapolated as in Fig. 2b. If the angle
between these vectors is θ, the cosine of the angle gives us
the following relationship:

cos(θ) =
~u · ~v
‖~u‖‖~v‖

.

Minimizing θ aligns the directions of ~u with ~v, which can
be achieved by minimizing the cosine similarity loss defined
as:

Lc = 1−
∑n
i=1 ŷ

i
t · yit

‖ŷt‖‖yt‖
. (2)

Here, ŷit and yit represent the i-th elements of the predicted
and ground-truth latent vectors at time t, respectively. While
training the data generation model with this cosine similarity
loss encourages alignment in the directions of the latent
vectors (Fig. 2c), the magnitudes of the vectors also need

to be matched (Fig. 2d). To enforce that, we introduce a
range consistency loss:

Lr =

n∑
i=1

(
max(yt,:,i)−max(ŷt,:,i)

max(yt,:,i)

)2

+

n∑
i=1

(
min(yt,:,i)−min(ŷt,:,i)

max(yt,:,i)

)2

.

(3)

The maximum and minimum in this formula are calculated
over all rows of each principal component i among n for
any time step or CSI window, t. We take the weighted sum
with weights λc and λr for Lc and Lr respectively. These
weights can be optimized as hyperparameters of the system.
Therefore, the final loss function can be defined as

L = λcLc + λrLr. (4)

It is noteworthy that this loss function is designed from
the vector representations and is differentiable. Therefore,
we can optimize our generative model by optimizing this
loss function.

3) Context-Aware Conditional Neural Process: The CNP
model takes the known actions of one person as context Xc
and a base action of a new person as input xt, learning the
mapping:

fθ : (Xcontext, xt) 7→ ŷt. (5)

This mapping is performed in two steps: (i) encoding
and (ii) decoding. For the encoder gφ, we define a one-
dimensional convolutional layer of kernel size three and use
max-pooling with pool size two after it. Two dense layers
of 128 and 64 hidden nodes follow the convolutional layer.
The preprocessing steps followed by these neural processes
are depicted in Fig. 4a. Hereby, the encoder gφ processes
Xc into latent vector u′:

u′ = gφ(Xc), (6)

which, along with encoded xt, is passed to decoder hψ to
produce ŷt:

ŷt = hψ(u
′, xt). (7)
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Since the generated CSI data spans short durations (typi-
cally under one second), it often contains discrete noise. Al-
though the range consistency loss Lr helps suppress extreme
outliers, we apply an additional denoising step—a moving
average over a few iterations per principal component—to
smooth the output. Moreover, due to temporal effects during
data collection [40], outputs may still exhibit scaling or
shifting in the latent space. To correct this, we reapply the
range consistency mechanism from Lr across each principal
component and CSI frame. This step is integrated into
the decoder, completing the data generation pipeline as
illustrated in Fig. 4b.

The CNP model achieves minimal θ∗, φ∗, ψ∗, through
optimizing the loss function L, the encoder gφ, and the
decoder hψ , respectively. This optimization process (i.e., E)
requires training of CNP by minimizing the total loss over
all target data, xt, as in

θ∗, φ∗, ψ∗ = argmin
θ,φ,ψ

EXc,xt
[L] . (8)

Summary of steps:
1) Preprocess CSI data using Hampel filter, moving av-

erage, PCA, and windowing to form Xc and xt.
2) Encode Xc using gφ to obtain u′.
3) Decode u′ and encoded xt via hψ to get ŷt.
4) Apply denoising and range normalization to ŷt.
5) Backpropagate and update the parameter sets φ and ψ

to minimize L.

IV. EVALUATION

We evaluate MockiFi on a dataset of five activities per-
formed by seven volunteers. CSI frames were transmitted
at 100Hz using low-cost ESP32 devices running the ESP32-
CSI-Tool [16] placed at hip level (Fig. 5). Data are collected
via a Raspberry Pi 4B. The actions include: walking (a1),
standing run (a2), raising both arms with joy (a3), right-hand
waving (a4), and chair sit-stand (a5).

A. Dataset Splitting and Generation

Each participant performed every activity ten times. We
used six repetitions for training and four for testing, applying
PCA on training data and transforming test data accordingly.
As shown in Fig. 6, the CNP model is trained using all five
actions of p1 and p2, and generates a2–a5 for p3–p7 using
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Fig. 5: Experimental setup for CSI data collection.
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Fig. 6: Data generation flow and train-test split across p1–p7
and a1–a5.

a1 as the base action. We evaluate the generated samples
by comparing them with the original data of these unseen
combinations.

B. Generation Quality via Similarity Metrics

After training the CNP, we generated CSI fingerprints for
20 unseen person-activity combinations. Fig. 7 shows cosine
similarity scores between generated and real data, ranging
from 0.7576 to 0.9589 (avg. 0.8502), corresponding to an
angular deviation (θ) between 16.3◦ and 40.8◦ (avg. 31.5◦).
We also report Jaccard similarity (avg. 0.47), indicating
directional alignment and range consistency in the latent
space.

C. Classifier-Based Validation

We use a simple CNN (1D convolution + 3 dense layers
with 256, 128, and 64 units) for activity and person classi-
fication. The intermittent dropout layers have a dropout rate
of 0.5. A CSI window of size 150 is used as input, and the
Adam optimizer with a learning rate of 0.01 and categorical
cross-entropy loss function is employed to train the model
over 300 epochs.
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Base Action
a1 a2 a3 a4 a5

p3 72.2 74.5 77.6 76.2 79.3
p4 73.4 76.3 78.4 78.3 81.2
p5 71.3 77.4 79.4 81.2 80.2
p6 68.3 75.3 80.2 81.6 83.2
p7 70.9 76.3 78.6 80.5 78.8

TABLE I: Activity classification on real data (trained on
original data of p1 and p2, and the generated data of others).

1) Activity Classifier: We train a single activity classifier
for all seven participants. Overall accuracy on the five ac-
tivities using original data is 78.24% (Fig. 8a), with 81.75%
accuracy specifically on the four target activities (a2–a5).
When the same model is tested on generated samples of
those four activities, it yields 78.79% accuracy (Fig. 8b). The
2.96% drop is minor, confirming that generated data closely
mimics the statistical properties of real activity fingerprints.

2) Person Classifier: For person identification, the clas-
sifier achieves 82.32% accuracy on the original data for all
seven individuals. When restricted to p3–p7, original data
yields 84.11%, and the generated data yields 82.35%, a
1.76% reduction. These results suggest that the generated
data retain identity-specific characteristics essential for clas-
sification. More complex models or richer datasets could
likely improve both metrics further.

Note that while higher accuracy may be achieved with
more complex models and more training data, our objec-
tive is to replicate unseen activity patterns using learned
transformations. In that context, the close alignment between
predictions on real and generated data confirms that this goal
has been achieved.

D. Zero-shot Learning Performance

To assess MockiFi’s generalization, we train classifiers
using real CSI from p1 and p2 and synthetic data for p3 to
p7, without exposing real data from these five users during
training. Testing is performed on the original data of all
participants.

As shown in Table I, activity classification accuracy on
real data ranges from 68.3% to 83.2%, depending on person
and base action. For example, p6 scores lowest with a1
as base (68.3%) and highest with a5 (83.2%). Accuracy
variation per person remains within 5.4%, demonstrating
base-invariance.

For person classification (Fig. 9), results range from
72.9% to 82.1%, closely aligning with performance
when trained on real data. These results confirm that
MockiFi-generated data enables effective zero-shot learn-
ing—generalizing to unseen users and actions without re-
quiring labeled samples from them.

V. CONCLUSION

In this paper, we have explored the possibility of generat-
ing realistic CSI fingerprints of new and unknown activities
of people using one of their activity data and the CSI
transformations learned across different activities from other
people. To this end, we proposed MockiFi, a context-aware
CNP-based framework for zero-shot CSI data generation.
MockiFi enables scalable WiFi sensing by synthesizing
activity data for new users from a base activity, eliminating
the need for exhaustive data collection. Experiments confirm
the effectiveness of the generated data in training classifiers,
showing promise for adaptable and practical HAR systems.
However, looking ahead, future research has several exciting
directions, like exploring generative models (e.g., cGAN,
CycleGAN, VAE, and so on) and enhancing robustness to
environmental variation.
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