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Abstract—Crowdsourcing applications are proven to be a
promising tool to gather valuable information, which can be used
for a wide range of tasks, such as ensuring public safety. Traffic
data collected using these applications have been used for efficient
evacuation planning in large cities. In this paper, we propose to
use regression-based machine learning methods to predict hourly
taxi rides for a given location in a target day of week and month.
The presented method can be used for the following purposes:
1) Predicting the number of taxi rides for a given location at a
given time, 2) Identifying hot spots in a city, 3) Getting a rough
count of the population density at a given location at a targeted
hour, and 4) Planing evacuation routes for possible disasters. The
presented approach has potential use for resource planning and
evacuation in large cities. The Taxi and Limousine Commission
(TLC) trip record data collected from 2017 to 2018 was used for
this experiment. It was found that random forest regression can
successfully predict hourly taxi drop-offs for a given taxi zone as
well as for the entire city of New York.

Index Terms—Crowdsourcing, Safety and Emergency scenar-
ios, Traffic route prediction, Emergency response

I. INTRODUCTION

Crowdsourcing relies on the wisdom of crowds to ef-
fectively achieve large scale and rapid data collection by
distributing tasks among paid or voluntary workers through
online platforms such as Amazon MTurk [1]. Probably the best
example that demonstrates the true potential of crowdsourcing
is Wikipedia [2], an enormous encyclopedia that owes its
existence entirely to crowdsourcing.

The scope of crowdsourcing applications has largely ex-
panded via developments in network accessibility and wide-
reaching adoption of smartphones and other mobile devices
which are capable of collecting and transmitting various types
of sensor data (e.g., GPS, microphone, camera). Some promi-
nent examples of crowdsourcing are taking pictures of specific
locations [3], ride-sharing [4], food delivery [5], and traffic
reporting [6].

A crucial application area of crowdsourcing is public safety
and emergency scenarios [7], where the crowd can help
maintain and protect the public safety proactively by informing
the authorities of suspicious behavior they observe in their
surroundings and reactively by recording and submitting eye-
witness data on the events that are presently investigated by
law enforcement agencies. This, in turn, enables the authorities
to come up with a more befitting emergency response and
effectively prevent/detect crime.

In such applications, detection of hot-spots (i.e., areas of
significant activity) is generally the very first step as the

precautions and reactions to be taken, respectively, before
and during the emergency scenarios highly depend on the
characteristics of the area. Since the number of taxi trips taken
to/from a certain area is indicative of the activity within that
area, one can, in fact, take advantage of such data, if available,
in order to identify the hot-spots at the time of the event of
interest.

Our goal in this paper is to compare predictive models
that can be used to estimate the number of taxi pick-ups
and drop-offs that will occur in different regions of the city
using the historical taxi trip data. This approach has different
advantages including identifying the hot-spots for enhanced
emergency response. Our models can be beneficial to not
only public safety and emergency applications, but also other
crowdsourcing applications such as taxi dispatching [8].

Machine learning has been used to improve the performance
of applications in many areas, including robotics, natural lan-
guage processing, cyber-physical systems [9] [10], networking
[11], and intelligent transportation systems. Regression is a
widely used supervised machine learning technique, which is
used to predict a continuous dependent variable from a number
of independent variables [12]. In this work, we compared the
performance of four different regression models on making
predictions on traffic data.

The data set used for this experiment was the Taxi and
Limousine Commission (TLC) Trip data records, which were
collected during 2017 and 2018 [13]. Many researchers have
performed prediction using TCL data set [14] [15]. However,
most of them have focused on the data which were collected
before 2016. Therefore, in this experiment, we used the
data collected during 2017 and 2018. To the best of our
knowledge, there was no much work performed using the data
collected during 2017 and 2018. Thus, we are using supervised
regression models to predict the following,

1) predict zone wise hourly taxi drop-offs for a given hour
in a target day of the week and month

2) predict hourly taxi drop-offs for a given hour in a target
day of the week and month, for the entire city

This paper is organized as follows; Section II discusses
the related work. Section III presents the experimental setup
while Section IV discusses the results of the experiment.
Finally, section V presents the conclusions and future research
directions.
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Fig. 1. Proposed Architecture

II. RELATED WORK

In this section, we present an overview of some crowd-
sourcing applications which aim to improve public safety and
emergency response mechanisms (a comprehensive survey on
crowdsourcing can be found in [16]).

One of the key benefits of crowdsourcing based public
safety applications is that they enable eyewitnesses to sub-
mit their evidence anonymously and much more effortlessly
(without having to visit a government agency). In fact, when
the authorities asked for eyewitness data to identify the per-
petrators after the Boston Marathon attack in 2013, thousands
of people have reportedly submitted the relevant digital media
they had recorded during the event [17].

After several such successful applications of crowdsourcing,
more generic public safety applications have been proposed
[18-20]. For example, LiveSafe [21] is one of these applica-
tions, which is used by many universities in the US. It informs
its users of nearby high-risk scenarios as well as allowing
them to report anything they find suspicious in their vicinity.
A comparative analysis of existing crowdsourcing based crime
watch applications is presented in [22].

Lastly, exploiting taxi trip data to design and improve
algorithms has also been considered in some crowdsourcing
applications. For example, the authors in [8, 23] use taxi trip
datasets in order to improve the performance of their taxi
dispatching algorithm, and to predict the bike usage patterns,
respectively.

ITI. EXPERIMENTAL SETUP FOR PREDICTING HOURLY
TAXI DROP-OFFS

This section discusses the experimental setup of this work.
First, we discuss the overview of this experiment, including
data pre-processing steps. Then we discuss supervised machine
learning algorithms that were used in this work. Finally, we
discuss the evaluation matrices which were used to evaluate
the performances of algorithms on the data set.

A. Overview

For this experiment, the NYC TLC trip record data provided
by the NYC Taxi and Limousine Commission was used. The
data set consisted of three types of trip records: Yellow, Green,
and FHV.

Our experiments were performed using Yellow taxi trip
records, which were collected during 2017 and 2018. We
selected data collected on this period because they had similar
features/fields capturing the following details: pick-up and
drop-off dates/times, pick-up and drop-off locations/Zones,
trip distances, itemized fares, rate types, payment types, and
driver-reported passenger counts. Furthermore, the experi-
ments showed that using earlier data records results in a
significant reduction in prediction performance.

Figure 1 shows an overview of the experiment. First, four
features namely hour, day of the week, month, and drop off
zone, were extracted for each taxi ride. Then, for each zone,
the number of rides per hour were counted (No of drop offs).
Therefore, the processed data set consisted of five features:
hour, day of the week, month, drop off zone, and no of drop-
offs (rides).

These five features took different ranges of values. Machine
learning algorithms prefer to work with features which have a
similar range of values. Furthermore, some evaluation matrices
cannot handle very large integers, which can result from such
unprocessed (un-scaled) data. All the features were normalized
using min-max scalar, which converts a range of values of a
given feature to 0-1 range.

Finally, the pre-processed data set was divided into a train
set and a test set. The train set consisted of all the data records
that belong to the year 2017, whereas the test data set consisted
of all the data that belongs to the year 2018.

B. Algorithms

The experiment was performed using regression methods.
They are statistical methods which approximate the relation-
ship between the input variables(features) and the target vari-
ables [24]. Unlike classification algorithms where the output
is categorical, in regression, the output takes a set of contin-
uous real values. Therefore, regression methods can predict a
continuous dependent variable from a number of independent
variables [24], [25]. For this experiment, we considered four
widely used regression models which are described below.

1) Random Forest Regression: The Random Forest is a
supervised learning algorithm which builds multiple decision
tree models together, creating an ensemble of decision trees
[26]. The basic idea of these ensemble methods is to increase



the overall accuracy and stability of results compared to
the use of a single decision tree model. Random forest can
be used for both, regression and classification. Furthermore,
they have the ability to model complex interactions of data.
Other advantages of these models include: 1) no sensitivity
to noise/outliers, 2) less sensitivity for over-fitting, 3) ability
to run efficiently on large data sets, 4) ability to handle
high dimensional data, and 5) fewer number of parameters
compared to other machine learning algorithms such as Neural
Networks [26]. The Random Forest has been used in many ar-
eas including remote sensing [27], network intrusion detection
[28], and traffic flow prediction [29].

2) K-Nearest Neighbor (K-NN) Regression: The K-Nearest
Neighbor is a supervised machine learning method which
can be used for both regression and classification [30]. This
algorithm uses the similarity between features of K nearest
data samples to make predictions on new examples [31]. In
K-NN classification, the most common vote among K nearest
neighbors is assigned as the class label for a given data sample.
In K-NN regression, the average value of K nearest neighbors
is assigned as the predicted value of a given data sample. This
technique has been widely used in pattern recognition [32],
natural language processing [32], event recognition [32] and
traffic flow forecasting [33].

3) Neural Network: Artificial Neural Networks are
biologically-inspired programming paradigms in which, com-
puters learn to perform tasks by analyzing a training data set
[34] [35]. The basic building block of neural networks are
neurons which have the ability to take inputs and produce
an output. These neurons are organized as several layers
and structures, resulting in powerful machine learning models
with the ability to represent complex relationships of input
data [34] [35]. Neural network based techniques have been
used in a wide range of areas including process optimization,
fault diagnosis [34], cyber-physical system security [10], and
natural language processing [36].

4) Linear Regression: Linear regression is a statistical
model which has the capability of finding linear relationships
between two sets of continuous variables: a target variable and
predictor variables [37]. There are two types of regression
models: 1) Simple and 2) Multiple. The simple linear re-
gression finds the relationship between two variables, whereas
multiple linear regression deals with more than two variables.
Linear regression models are widely used in biological, social
and behavioral sciences to model relationships between data
[37].

C. Evaluation Metrics

In this experiment, four evaluation matrices which are
commonly used to measure the performance of regression
models were used.

1) Mean Squared Error (MSE): Mean Squared Error is the
average squared difference between the predicted values and
the target (actual) values for a set of data records. Therefore
this measure tells how close a trained regression model fit to
a set of data records. This measure range from 0 to infinity,

lower the value better the model is. MSE is calculated as
follows where N is the number of data records, y is the target
and y 1is the prediction, ¢ is the data record.

1 & N2

MSE=N§(yi—yi) M
2) Mean Squared Logarithmic Error (MSLE): Mean
Squared Logarithmic Error measures the variation of the mean
squared error. This error considers the relative difference
between the actual and predicted value, avoiding large errors
while penalizing small errors. Therefore, MSLE is specially
used in cases where there is a wide range of target values.
MSLE is a non negative value. Best possible MSLE value is

0.0. MSLE is calculated as follows,

1 , 2
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3) Mean Absolute Error (MAE): Mean Absolute Error is
the average absolute value difference between the predicted
values and the target values for a set of data records. Compared
to MSE, MAE is robust to outliers because it does not
use the squared differences. MAE also results in a positive
value (including 0). Better models take lower values. MAS is
calculated as follows,

1 N
MAE:N;

Yi — i 3)

4) Explained Variance Score (EVS): The explained vari-
ance score computes the explained variance regression score,
which is a mathematical model accounts for the variation of a
given data set. Higher values of explained variance indicates
a stronger strength of association, i.e., the trained model has
the capability to make better predictions. Best possible EVS is
1.0, lower values are worse [38]. EVS is calculated as follows
where Var is Variance (the square of the standard deviation).
If 3 is the estimated target output, y the corresponding
(correct) target output, and Var is Variance, then the explained
variance is estimated as follow:

Var (y — 3/)
Var (y)
IV. RESULTS AND DISCUSSION

EVS(y,y)=1- 4)

This section presents the results obtained for this exper-
iment. First, it discusses the prediction results obtained for
zone-wise hourly drop offs count for a given day of the week
and month. Then it discusses the results obtained for hourly
taxi drop off predictions for the entire Manhattan NYC (all
zones).

Table 1 shows the performance comparison between four
models for the task of predicting the number of taxi drop-
offs for a given zone at a given time. Out of the four models,
random forest regression showed the best performance when
predicting the number of taxi drop-offs for a given zone at
a given hour (hourly drop offs count). It showed MSLE of



TABLE I

COMPARISON OF REGRESSION MODEL PERFORMANCES FOR ZONE WISE PREDICTIONS

Evaluation Matrices

Model - . Model Details
mean_squared_log_error explained_variance_score | mean_squared_error mean_absolute_error
Random Forest |, 1 0.9749 0.0001 0.0039 max_depth=30,
Regressor n_estimators=200
hidden  layer
sizes= (50,),
MLP Regressor | 0.0034 0.1061 0.0045 0.0359 solver="adam’,
activa-
tion="relu’,
alpha=0.001,
K Neighbors | 573 0.6696 0.0016 0.0193 n_neighbors=2
Regressor
fit_intercept=True,
Linear Regr normal-
Anear Regres- 1 0.0036 0.0415 0.0047 0.0415 ize=False,
sion
copy_X=True,
n_jobs=None

0, EVS of 0.97, MSE of 0.001 and MAE of 0.0039. The
second best model was K-Neighbor regression. The worst
performance was showed by linear regression. Different pa-
rameter values used for all the models were given in the last
column of Table 1.

Figure 2 shows the true labels (actual no of drop offs per
hour) plotted against the predicted labels (number of drop
offs per hour, predicted by the model). An accurate model
should produce a perfect 45°line, which corresponds to a
perfect matching between predicted labels and true labels.
It can be seen that the random forest regressor was able
to show a precise linear relationship between the true value
and the predicted value whereas K-Nearest regressor showed
a moderately linear relationship. The MLP regression and
the linear regression models performed poorly compared to
random forest and K-nearest regressor. Therefore, it was
observed that random forest regression can be used to make
accurate predictions of hourly drop off utilizing TCL yellow
taxi data.

Table 2 shows the performance comparison between four
models for the task of predicting hourly taxi drop-offs for
the entire city at a given day of week and month. The last
column of the Table 2 represents the parameters used for each
model. As similar to zone wise hourly drop offs, random
forest regressor showed the best performance with highest
EVS and lowest error, whereas K-Nearest regressor showed
the second best performance. Linear Regressor showed highest
error values and lowest EVS.

Figure 3 shows the true labels (values) plotted against the
predicted labels for hourly drop offs for the entire city. It
can be seen that the random forest and K-Nearest regressors
showed a precise linear relationship between true values and
predicted values compared to the other two regression models.

As overall, it was observed that the Random Forest regres-
sion can be used to make hourly drop off predictions for zone
wise as well as for the whole city using TCL yellow taxi data
very accurately.

V. CONCLUSIONS AND FUTURE WORK

Crowd-sourced applications can be used to gather valuable
data such as data collected from taxi rides. Machine learning
techniques can successfully be used to analyze these data and
to extract valuable information which can be used in a wide
range of tasks, including emergency evacuation planning. In
this paper, we used TLC taxi data with supervised machine
learning techniques in order to predict the number of taxi rides
for a given hour. We found that random forest regression can
successfully be used to make reliable predictions of number
of taxi rides in a specific hour for a given taxi zone as well
as for the whole city. The extracted information can be used
in several applications such as: 1) Identifying hot spots in a
city, 2) Getting rough count of the number of people available
at a given location at a given hour, and 3) Planing evacuation
routes for possible disasters. In future work, more analysis will
be performed by expanding the data set as well as including
more features for the prediction.
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